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Abstract: Problem statement: In HMM-based Thai speech synthesis, the tone degjaaddue to the
imbalance of training data of all tones. Some di&in of syllable duration is obviously noticeable
when the system is trained with a small amount atdThese problems cause the decrement in
naturalness and intelligibility of the synthesizggkechApproach: This study proposes an approach
to improve the correctness of tone of the syntleesigpeech which is generated by an HMM-based
Thai speech synthesis system. In the tree-basddxtariustering process, tone groups and tone types
are used to design four different structures ofigiec tree including a single binary tree strucflae
simple tone-separated tree structure, a constaasgebtone-separated tree structure and a trend-
based-tone-separated tree structl®esults: A subjective evaluation of tone correctness isdemted

by using tone perception of eight Thai listenerke Bimple tone-separated tree structure gives the
highest level of tone correctness, while the sifaifery tree structure gives the lowest level afeto
correctness. The additional contextual tone infalmmawhich is applied to all structures of the
decision tree achieves a significant improvemeribné correctness. Finally, the evaluation of §jfla
duration distortion among the four structures shdtiveg the constancy-based-tone-separated and the
trend-based-tone-separated tree structures caviaddlethe distortions that appear when using the
simple tone-separated tree structuéonclusion: The appropriate structure of tree in context
clustering process with the additional contextualet information can improve the correctness of
tones, while the constancy-based-tone-separatedhenttend-based-tone-separated tree structures
can alleviate the syllable duration distortions.

Key words: Thai speech, speech synthesis, tree-based contestering, HMM-based speech
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INTRODUCTION has been applied to many speech synthesis systems o
tonal languages successfully.

Tone is a very important suprasegmental feature of  In Thai, the HMM-based speech synthesis system
syllable for tonal languages such as Thai, Mandamnch has been developed for years (Chomphan and
Vietnamese. The words with the same phoneméobayashi, 2007). In the system, a group of comaxt
sequence may have different meanings if they havéactors which affect spectrum, pitch and state tioma
different tones (Seresangtakul and Takara, 2003)such as tone type and part of speech are taken into
Thus, tone must be carefully taken into account inaccount especially for the purpose of producinginzet
speech synthesis systems of tonal languages. In tr@unding prosody of the tonal language. It has been
present day, HMM-based speech synthesis system feund that it can provide speech with the better
becoming popular. It has been developed forreproduction of prosody over the unit-selectiondaas
Japanese by for years (Tokua@t al., 1999; Vaja TTS system (Hansakunbuntheuetgal., 2005).
Masukoet al., 1996; Yoshimurat al., 1999) and has Specifically, a decision tree with a tone-separated
also been developed for many other languages ssich atructure shows the significant improvement of tone
Korean, English, Portuguese, Chinese and Germagorrectness of the synthesized speech. Howevere som
(Chomphan, 2009). The HMM-based speech synthesidistortion of syllable duration is obviously notid#e

313



Am. J. Applied Sci., 9 (3): 313-320, 2012

when the system is trained with a small amountatéd saol @ Mid onefone) 1
To treat this problem, this study proposes someroth o Fallne tone rone ) a
structures of the decision tree designed for thpgse 2072 e toneh) .
of maximal correctness of tone and the purpose of _ 200¢ R R A st t
elimination of the syllable duration distortion. = ¢ o0t .
Moreover, the contextual tone information (toneetyp § ot :,vv"""'v.v .
of the preceding and the succeeding syllablesialszs 2 160”33 v ]
been applied to the designed decision-tree strestur 1408 4 . Va 1
4 'oooo'o‘.".'°'.:0'=...
MATERIALSAND METHODS P b eeasanasat?’ "v:::"
100 | e, y
Characterigtics of Thai tones: From the study of Thai L
sound system by Lukseneeyanawin (Wutiwiwatchai and 0 , ‘ ‘ b
Furui, 2007; Chomphan and Kobayashi, 2008), Thai 25 30 3 100

. . . . .. Syllable duration (%
sound is described in a syllable unit as shownign E liable duration (%)

The basic Thai textual syllable structure is conaplosf Fig. 2: Standard Fcontours for thai tones
consonants, vowels and tone, where Ci, V, Cf and T
denotes an initial consonant, a vowel, a final coasit First, by considering the constancy of thg F

and |it?2§é|rﬁzﬁeztéveg tone. which is indicated b contour, Abramson divided the tones into two groups
guages, ' y(Chomphan 2010c): the static group consists ofethre

?r(()antl:zzt(lzng(ﬁ)\/:t”?rlogslIalbnic I((:e c\)/rglo?é agfimfugg:rr::er:zltones, high tone, middle tone and low tone; theadyio
d y y ' P P roup consists of two tones, rising tone and fgllione.

of spoken language because the meaning 9f wordir; Wi"gSecond by considering each contour of Fig. 2aiit lse
Lhaf/zacrj?f?eir?tufg::smlrF:th')rT;in:Zﬁ Cj; Ee t?}'gféd:gf ft seen that the pitch patterns of the mid, low, figllihigh
: guage, and rising tones are relatively mid-fall, fall, eigall,

tonal variations traditionally named according tet . d fallri velv. Theref hen d
characteristics of theirgFcontours within a syllable as rise and lall-rise, respectively. Therefore, they me
0 ivided according to the final trend of their comts:

shown in Fig. 2 (Chomphan 2010a, 2010b). The effecij . .
of tone on the linguistic meaning is presentedha t he upward trend group consists of two tones, togie

following examples: the syllableai/ has tone 0 and and rising tone; the downward trend group consits

means “to get stuck’, the syllabld has tone 1 and three tones, mid tone, low tone and falling tone.

means “galangal, a kind of spice”, the syllatsia/has  Construction of contextual factors in Tree-based
tone 2 and means “to kill", the syllabléV has tone 3  ontext clustering: In the HMM-based speech
and means “to trade” and the syllabte/ has tone 4 gynthesis system, context clustering is an importan
and means “leg”. In the investigation of tone process to treat the problem of limitation of tiag
occurrence statistics in TSynC speech database (Wfata. Information sharing of training data in trene
Thai), It has been found that 77,413 syllables arjyster or leaf node in the decision-tree-basedeotn
occupied by tone 0 (38), tone 1 (22%), tone 2 (17%)cjustering is the important concept, therefore the
tone 3 (15%) and finally tone 4 (8%), respectivély. construction of contextual factors and design egtr
can be seen that the training data of tone 0 ddesna strycture for the decision-tree-based context efirg
those of the others. should be conducted appropriately.
A number of language-dependent contextual
Categorizations of Thai tones. Two criteria of factors has been implemented for Thai (Chomphan and
categorization of Thai tones into tone groups ase aKobayashi, 2007) to model context dependent HMMs.
follows. The following 13 contextual factor sets in 5 levels
speech unit have been constructed according to 2
T sources of information, including the phonological
(CNHY VWY OCF information (Chomphan and Kobayashi, 2008) (for
(“1((“1) \ (\ ) Ct phoneme and syllable levels) and the utterancetsir
from Thai text corpus named ORCHID (Chomphan
Fig. 1: Thai tonal syllable structure 2010c; 2010d) (for word, phrase and utterance $vel
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Phoneme level:

» S1. {preceding, current, succeeding} phonetic type Fopn ot

o S2. {preceding, current, succeeding} part of ; ‘ X y < g o/ \Yes
syllable structure Leat w0 Lo no
Syllable level: @ 6o 170

C_Silence

» S3. {preceding, current, succeeding} tone type

* S4. the number of phones in {preceding, current,
succeeding} syllable

» S5. current phone position in current syllable _tone_ L _tone_

C_phrase _position
_In sentence _7

C_Semivowel

Word level:

e S6. current syllable position in current word

e S7. part of speech

» S8. the number of syllables in {preceding, current,
succeeding} word

Phrase level:

e S9. current word position in current phrase
* S10. the number of syllables in {preceding, current
succeeding} phrase

Fig. 3: Example of decision trees for: (a) spect(@na
state), (b) pitch (2nd state) and (c) state dumatio
Utterance level:

Design of decision-tree structures. Basically, the

e S11. current phrase position in current sentence  single binary tree structure is used in the denisiee-

« S12. the number of syllables in current sentence based context clustering process as shown in Fg. 4

«  S13. the number of words in current sentence ~ The imbalance of tone frequency causes the preselen

of some tones to the others, as a result, theesbighry
) _ tree context clustering gives high tone error pesmge in
These cqntextual mformaﬂon s_ets were ther_eafte{he synthesized speech (Chomphan and Kobayashf).200
transformed into question sets which were applied arg jncrease the tone correctness, the simple tone-
the context clustering process in the trainingestagh  separated decision-tree structure was designed as

the total question number of 1156. An analysisheSe  depicted in Fig. 4b (Chomphan and Kobayashi, 2007).

guestion sets was conducted in (Chomphan antt has been seen that the significant distortionthef

Kobayashi, 2007) to evaluate the contribution afrea generated syllable duration are unavoidable whérgus

set. Figure 3 shows an example of decision trees fghe simple tone-separated tree context clusteriitg w

spectrum, pitch and state duration by using althef ~Small training data due to the limited data of etute.

constructed question sets for the single binarg tre 10 @lleviate this problem, the other two structunese
context clustering. It can be obviously seen thet t designed by considering tone groups and tone types,

root node question in each tree (C_sil from therespecnvely.

. : Tone groups categorized in terms of constancy of
spectrum tree, C_Silence from the pitch tree anqhe R contour were used to design the strectur

C_Long from the state duration tree) is of theqt constancy-based-tone-separated tree as degiitted

phonetic type question set. It corresponds to thesig 4c. Meanwhile, tone groups categorizdsy

previous analysis that phonetic type question set ithe final trend were used to design the structure o

the most important set among all thirteen sets. trend-based-tone-separated tree as depicted.iddr
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Design of context clustering styles. At the beginning,
the four structures of decision tree are employed
directly in the context clustering process of ttaring
stage without using the tone type question set.firsie
four styles of context clustering are listed aofok:

* Single binary tree context clustering without tone
type questions

« Simple tone-separated tree context clustering
without tone type questions

(@) + Constancy-based-tone-separated  tree  context
clustering without tone type questions
93 * Trend-based-tone-separated tree context clustering

- SO~ without tone type questions
Tone/O//T/one ’1'/ Toge 2 h ne}\T\one 4 ypeq

It has been noted that only tone information &f th
current syllable is concerned in the tone-separteszl

(b) structures, while no tone information is concernmed
the single binary tree structure. Moreover no otbee
9 information in the neighboring syllables is consatk
Statictone 7 "~ in all structures. To exploit the ignored tone
(Tone 0_¥.3) Dy?mgic tone information, the tone type question set is incoapenl
e into all of the designed tree structures to forrother
PN four styles of context clustering. These stylesaftext
Tong, 7 Toge 4 clustering process are listed as follows:
* Single binary tree context clustering with tonegyp
questions
(© « Simple tone-separated tree context clustering with
C tone type questions
A e Constancy-based-tone-separated tree  context

e h N
Upwardtrend ~~  Downward trend clustering with tone type questions

(Tone (}’/ 4) (Tone 0.1, 2) « Trend-based-tone-separated tree context clustering
W with tone type questions
N
Tone .3 Tane 4
RESULTS

Speech database and training conditions. A set of
phonetically balanced sentences of Thai speech
(d) database named TSynC from National Electronics and

Computers Technology Center was used for training

Fig. 4: Tree structures for context clustering: (a)ihe HMMs (Hansakunbuntheung al., 2005). The
single binary tree structure, (b) simple tone-

ted t Tuct ‘ b ésted sentence text was collected from Thai part-of-
separated tree structure, (C) constancy-base Speech tagged ORCHID corpus. The speech in the
tone-separated tree structure and (d) trend

based-tone-separated tree structure database was uttered by a professional female speak
with clear articulation and standard Thai accerte T
In the static tone group of the constancy-based-ton Phoneme labels included in TSynC and the utterance
separated tree and the downward trend group of th&tructure from ORCHID were used to construct the
trend-based-tone-separated tree, no tone-sepasatiofiontext dependent labels with 79 different phonemes
are applied because the data sharing among the tonicluding 65 phonemes from original Thai words, 12
within those groups is expected to treat the pnoble phonemes from some loan words and 2 phonemes of
of syllable duration distortion. silence and pause.
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The speech signals were sampled at 16 kHz and
windowed by a 25 m sec Blackman window with a
5ms shift. Then mel-cepstral coefficients were
extracted by mel-cepstral analysis. The featuréorsc
consisted of 25 mel-cepstral coefficients, logamithf
Fo and their delta and delta-delta coefficients
(Tokudaet al., 1999).

The 5-state left-to-right phoneme-sized HSMMs
is used. The number of training utterances wasedari
as follows: 100, 200, 300, 400, 500, 1000, 150@020
and 2500, respectively.

Evaluation of overall tone correctness; It has been

Fig. 5:

Error percentage

done to present how the overall tone correctnesheof
synthesized speech is improved by using eight reiffe

R contours of synthesized speech from 8tree-based context clustering styles. Figure 5 shaw
different clustering styles; (a) single binary example of & contours of the natural speech and
tree without tone type questions, (b) simple synthesized speech with different clustering styldse
tone-separated free  without tone typef(i;{st full-shape syllable of Fig. 5 conveys toneo#

?I’LGJZSt\IIaRf(,)u(tC)'[O%%nSt;aI;)necy(iBEelzﬁg:g n%iefrgrnafnsmg tone. To evaluate the overall tone corressnef

based-tone-separated tree without tone typ@Ur implemented system, a subjective test was
questions (e) single binary tree with tone typeconducted. The 2,289 syllables of 100 synthesized
questions, (f) simple tone-separated tree withspeech utterances were presented to eight native
tone type questions, (g) constancy-based-tonesupjects. Then the subjects were requested to elecid
separated tree with tone type questions, (h)ypether the syllables have the same tones as vea gi
trend-based-tone-separated tree with tone type, " o1 The average tone error percentagethéo
guestions and (i)fcontour of natural speech : 9 P g

first four styles and another four styles are sunized

Time (sec)

in Fig. 6 and 7, respectively.

o

Evaluation of tone correctness for each tone type:

e —

The tone correctness in terms of the tone types is

.~ presented. The result is shown in Fig. 8. For 100
- synthesized speech utterances, the numbers of the
b syllables with tone 0, tone 1, tone 2, tone 3 ambt4

S

are 750, 560, 449, 339 and 191, respectively.

T3 —e

Evaluation of syllable duration distortion: A paired-

Fig. 6:

comparison test among all tree structures (thestid)-

\.MH

(h)) of the context clustering with tone type qims$

was performed. Ten test sentences selected randomly
) from 100 synthesized speech utterances were used in
Tone error percentages of synthesized $peegnis evaluation. For each comparison, a pair of
from 4 different clustering styles; () single 10 ances from two of the four structures is preese
binary tree without tone type questions, (b) ) ) .

simple tone-separated tree without tone typeto eight subjects apd then the subjects are rgad;eet
questions, (©) constancy-based-tone-choose the one which has more natural durationowith
separated tree without tone type questiongonsidering the correctness of tone. The averagesc
and (d) trend-based-tone-separated treén percentage of each tree structure with the diffe
without tone type questions number of training utterances are shown in Fig. 9.
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Fig. 9: Scores of a paired-comparison test for natu

Fig. 7. Tone error percentages of synthesized $peec duration among 4 different clustering styles;

from 8 different clustering styles; (a) single (e) single binary tree with tone type questions,

binary tree without tone type questions, (b) (f) simple tone-separated tree with tone type

simple tone-separated tree without tone type guestions, (g) constancy-based-tone-separated

questions, (c) constancy-based-tone-separated tree with tone type questions and (h) trend-

tree without tone type questions, (d) trend- based-tone-separated tree with tone type

based-tone-separated tree without tone type questions

guestions (e) single binary tree with tone

type questions, (f) simple tone-separated DISCUSSION

tree with tone type questions, (g) constancy-

based-tone-separated tree with tone type |n the evaluation of overall tone correctness,
questions and (h) trend-based-tone-separateflig. 53 is of the single binary tree context cluisig
tree with tone type questions without tone type questions; however this syllable
o ‘ , contour is misshaped. As a result, most listeners
sof il ool conl el _coall® perceived it with wrong tone. Meanwhile Fig. 5byle a
SOL.:.D.l |<b) of the other styles and they show the improvemént o
o — the Ry contour shape conforming to that of the natural

50 T T
T speech as depicted in Fig. 5i.
” 0 || el il el _cem © 2100 Figure 6 shows the tone error percentages of

Eirror percentage

lggtﬂul {(e)ggggg synthesized speech from the context clusteringestyl
e - - - - W Toned (a)-(d). Comparing the four designed tree structure
“O[ o ) |m we can see that the style (a) (single binary trighout
SOLDmn E tone type questions) gives the highest level obrerr

0 i percentage, the style (c) (constancy-based-tone-
oLm-l . l<h> separated tree without tone type questions) and the

-
100 300 500 1500 2500
Number of training utterances

style (d) (trend-based-tone-separated tree withmrg
type questions) can reduce the error percentage
Fig. 8: Tone error percentages of synthesized $peesignificantly, while the style (b) (simple tone-
from 8 different clustering styles categorized separated tree without tone type questions) gilkes t
by tone types; (a) single binary tree withoutlowest error percentage. In other words, the cdntex
tone type questions, (b) simple tone-separatedlustering with the tone-separated tree structuae h
tree without tone type questions, (c) more effectiveness than the context clustering with
constancy-based-tone-separated tree withousingle binary tree structure. We can also see ttisat
tone type questions, (d) trend-based-tonetone error percentage is decreased as the number of
separated tree without tone type questions (ejraining utterances is increased.
single binary tree with tone type questions, (f) Figure 7 shows the tone error percentages of
simple tone-separated tree with tone typesynthesized speech from the context clusteringestyl
guestions, (g) constancy-based-tone-separate)-(h) relative to the styles (a)-(d), respectyvelhe
tree with tone type questions and (h) trend-basedtone type question set was applied to those folest
tone-separated tree with tone type questions It can be seen that the contextual tone information
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syllable level causes a drastic reduction of theeto CONCLUSION
error percentage for all tree structures except the

simple tone-separated tree context clustering. The Four structures of decision tree were designed
reason is that the simple t(_)ne-separated treetstRIC according to tone groups and tone types to obtain
exploits all tone type questions of the currentadyle  higher correctness of tone of synthesized speech in
in the separation of tree structure, while the lgingee  H{\MM-based Thai speech synthesis. The experimental
structure does not exploit the tone informatiomalit results show that the tone-separated tree strictae
and the constancy-based-tone-separated, trend-basggduce the tone error percentage of the synthesized
tone-separated tree structures exploit partly efttne  speech compared with the single binary tree stractu
information. Therefore the effect of the tone typesjgnificantly. By using the contextual tone infortioa
question set which is employed afterward to thejn the syllable level, it can improve the tone
simple tone-separated tree structure is smallesham correctness for all structures of decision treeer€h
that of all other tree structures. are some distortions of the syllable duration apipga
From Fig. 6 and 7, it can be also seen that thgn the case of using the simple tone-separated tree
constancy-based-tone-separated tree structure i@ Mocontext clustering with a small amount of training
effective in giving a little lower error percentatfean  data, however it can be treated by using the congta

the trend-based-tone-separated tree structure. based-tone-separated or the trend-based-tone-
In the evaluation of tone correctness for eacte tonseparated tree context clustering.

type, from Fig. 8a or the single binary tree withou

tone type questions and (b) or the simple tone- ACKNOWLEDGEMENT
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