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Abstract: Publication bias in meta-analysis is a seriouseissiit may lead to biased estimates which
appear to be precise. A popular method for detgaimd adjusting the publication bias is the trird an
fill method. This study uses simulated meta-analysiquantify the effects of publication bias og th
overall meta-analysis estimates of continuous ddware the absolute mean difference was utilized as
the measure of effect. It additionally evaluates performance of the trim and fills method for
adjusting the publication bias in terms of statatibias, the standard errors and the coverage
probability. The results demonstrate that if thdlmation bias is not adjusted it could lead totap
40% biased in treatment effect estimates. Utilazatf the trim and fill method has reduced the loias
the overall effect estimate by more than halfs loptimum in presence of moderate underlying bids b
has minimal effects in presence of low and sevese. B\dditionally, the trim and fill method improse
the coverage probability by more than half whenjetted to the same level of publication bias as
those of the unadjusted data. However, the metiuadistto produce false positive results. A sengjtivi
analysis suggests that the trim and fill method witorrectly adjust the data for publication bias
between 10-45% of the time (for the 5% nominal [ew&lthough the data was incorrectly adjusted, it
was found that the Percentage Relative Bias (PRiB)duced into the estimates due to this adjustment
is minimal (min: 0.007%, max: 0.109%) and coverggebability for estimates based on this
incorrectly adjusted data is not significantly di#nt from those of which is correctly not adjusted
Therefore the trim and fill method is recommendeddutinely used when conducting meta-analysis.
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INTRODUCTION have comparable results to its more complex
o o _ . counterparts (Phanet al., 2001). The trim and fill
Publication bias is a serious issue in meta-amalys method is often utilize as a sensitivity analysis t
It may be encountered if a meta-analysis is based odetermine the effects of missing publications om th
integration of results obtained from studies whigtve  gverall estimates. The method uses an iterative
been published. The biases occur when studies whighrocedure to remove the most extreme small studies
produced large effects or significant results amerem from the other side of the funnel plot, i.e., thoggch
likely to get published. A publication bias could do not have the mirror image on the first sidethéin
produce biased estimates which seem precise and-computes the effect size at each iteration,| tini
accurate if it operates in the same direction fbr a funnel plot is symmetric about the new effect sitke
studies. The conclusions based on these results Wihigorithm then adds the removed studies back imto t
appear convincing although they could be seriouslhanalysis and imputes a mirror image for each ofnthe
misleading (Begg and Berlin, 1988). The final estimate would be computed from on thigad
While there are a variety of methods available to  Some of the earlier work which examined the
detect the publication bias in meta analysis, oaly performance of the trim and fill method (Suttenal.,
handful could actually adjust for it (Macaskét al.,  2000; Phamet al., 2001, Jennions and Moller, 2002)
2001, Peterst al., 2006). One of the available methods were based on dichotomous data utilizing the lodsod
for adjusting the publication bias is the trim afilts ratio as the measure of effect. These studies rutgd
method, developed by (Duval and Tweedie, 2000atendency for this method to conclude false positive
2000b). The method assesses whether the publicatiaesults, particularly in heterogeneous data. The @i
bias is present and estimates the effect when it b the present study is to quantify the effects of
were to be removed. Although simple, this method igpublication bias on the overall meta-analysis estén
popular due to its practicality and has been shtavn and to evaluate the performance of the trim and fil
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method in continuous data utilizing the absoluteame R 8 -
difference as the measure of effect. The estimates PRB(ex%) :% 1)
assessed in terms of statistical bias and the atdnd al
errors for point estimates and confidence band remee .
for the interval estimates. A sensitivity analysisre PRB(é ): 0.1 = Ore(uony )
carried out to gauge the effects of incorrectlyuatipg TR(x%) 6,
for the publication bias on the overall estimates.
MATERIALSAND METHODS where, éa" is the treatment effect estimate in the

absence of publication bias and,, is the
. N . X corresponding estimate from meta-analysis when x %
using R statistical software. Simulation of theatneent

effects and their corresponding standard error Wer8]c the publications were suppressedy,is the
designed so that no publication bias will be preseinis  corresponding adjusted estimate of effect usingrihe
is achieved by combining three randomly generattd d and fill method. The maximum standard error of
sets with the following characteristics; small-sifeects ~ estimates for the bias of the treatment effectshin
large standard errors, a medium-size effects withlls ~Simulation is 2.6%. To estimate the coverage
standard errors and a large-size effects with larg@robability, a 95% random interval was computed for
standard errors (Borensteiret al., 2009). The each meta-analysis in each simulation run. The
characteristics and assigned values of the sintllatecoverage probability is estimated as the proportibn
meta-analysis, namely the size of treatment effectdhe random intervals, out of 10,000 replicationgjoh
variance and the number of primary studies usede we contains the true estimate.
based on a continuous meta-analyses of patients wit ~ Finally, a sensitivity analysis were performed to
benign prostatic hyperplasia (Idris, 2006), wheregauge the effects of incorrectly adjusting the data
magnitude of the effect sizes and the correspondin$Ub|'Cat'on bias when the trim and fill method ed.
variances ranges from 3.0-7.0 and 0.5-3.0 , reispyct he PRB of the estimates based on the incorrectly
Publication bias of varying degree were thenad!usted data were computed against those when no
induced on the simulated meta-analysis based on tf¥liustment were made.
assumption that the statistical significance ofwalg is RESULTS
predictive of publication status (Dickersin, 2005arge
studies are likely to achieve statistical significa and  Percentage relative bias: The results show that if the
therefore more likely to get published, even ifithe puyblication bias is not adjusted, a study will proe
effects are relatively small; small studies, on tlteer  hiased treatment effect estimates (Table 1). Theisf
hand, will reach statistical significance only ey were overestimated by an average of 2% in presehce
yleld Iarge effects. Thus small studies with Ieast|0W under|ying bias (X = 5%), increasing up to an
significant effect size are more likely to be satgel to  average of 42% if there is high degree of publémati
pub!lcatlon bias. Based partly on the assumptioosif  pjas present (x = 50-70%). As expected, the PRB
earlier work (Begg and Mazumdar,1994; Steehel.,  increases with increasing level of publication bitise
2000), three levels of primary studies, N, wereduse number of primary studies included in the meta-
small (N = 10), medium (N = 30) and large (N = 50, analysis has little effect on degree of PRB produae
100) and three levels of percentage of missinghe publications were excluded based on the peagent
publications, x%, were induced, namely high whereof the number of primary studies (Fig. 1)
50% of the studies were excluded and medium and low  The application of the trim and fill method has
which corresponds to 30, 5 and 10% of the excludedybstantially reduced the PRB across all N, pdetitu
publications, respectively. when the publication bias occur at moderate to high
Sixteen meta-analysis with different combinationdegree (x = 20-50%). In this scenario, the PRB in
of N and x% were generated. Each meta-analysis wagnadjusted meta-analysis, which ranges from
replicated 10,000 times. For each meta-analysis, thapproximately 8-25% were reduced by more than half
inverse-variance weighted random effects estimatéo about an average of 3-14%. At severe level of
were computed. The assessment of the effealinderlying bias (x = 70%) however, the PRB of both
estimates, including those adjusted for publicatiorunadjusted and adjusted estimates are very close at
bias using the trim and fill method were evaluaited around 42.3 and 41.9%, respectively, suggesting ver
terms of statistical bias and the standard errors f little effect trim and fill procedure in this case.
point estimates. The bias is computed using the&imilarly, the trim and fill method has less strong
percentage relative bias as follow Eq. 1 and 2: effect in presence of low bias (x<10%).
1513
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Table 1: The Percentage Relative Bias (PRB) anddherage probabilities for the estimates befox after the adjustment using the trim and

fill method
Missing No. of Coverage Coverage
publications, Primary Probability for Probabilfyr
X % studies, N PRB(éX%) PRB(@TF(X%)) éx% éTF(X%)
5 30 -1.46 -0.77 1.000 1.000
5 50 -1.80 -0.87 1.000 1.000
5 100 -2.17 -0.85 1.000 1.000
10 10 -4.51 -3.30 1.000 1.000
10 30 -4.07 -2.36 1.000 1.000
10 50 -4.22 -1.83 1.000 1.000
10 100 -4.10 -1.24 0.999 1.000
20 10 -8.56 -4.54 0.999 1.000
20 30 -7.56 -2.36 0.948 0.999
20 50 -7.79 -2.05 0.105 0.999
20 100 -7.56 -1.80 0.000 0.993
30 10 -12.07 -3.46 0.947 0.994
30 30 -10.56 -2.92 0.037 0.998
30 50 -10.84 -3.05 0.000 0.994
30 100 -10.51 -2.87 0.000 0.978
50 10 -25.27 -15.98 0.154 0.737
50 30 -19.77 -12.01 0.000 0.274
50 50 -20.79 -13.40 0.000 0.006
50 100 -19.44 -12.63 0.000 0.000
70 30 -41.63 -41.24 0.000 0.000
70 50 -43.12 -42.90 0.000 0.000
70 100 -42.13 -41.75 0.000 0.000
Missing studies. x%= 10 Missing studies, x% = 30
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Fig. 1: Percentage relative bias for different lsva missing publicationdNote: Red line: Percentage relative bias
after the application of Trim and Fill method; Btdme: Percentage relative bias with X% studiessing
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Fig. 2: The coverage probability for different Ié&svef missing publications. Not&ed line: Percentage relative bias
after the application of Trim and Fill method ; Blidine : Percentage relative bias with X% studigssing

Table 2: The PRB for treatment effect estimatesethasn the incorrectly adjusted meta-analysis amrdréte of meta-analysis incorrectly
adjusted for publication bias

Number of primary studies, N 10.00 20.00 30.00 60.0 100.00
a. Mean Percentage Relative Bias (PRB) 0.11 0.06 .03-0 0.10 -0.01
SE (PRB) 1.74 1.62 1.42 1.39 1.29
Mean rate of MA incorrectly adjusted for 9.80 1m.9 24.40 31.50 44.70
publication bias

Heterogeneity level, Q 22.04 45.60 77.39 124.90 5567
b. Between-study standard deviation, Tgu ( 1.13 1.10 1.09 1.08 1.07

a; Mean PRB = Mean oféunadhusted—é aduste) OVEr 10 000 simulations; b; Tat) & the mean between-study SD over 10 000 simulsitio

Coverage probability: In general, if publication bias against x = 20% in unadjusted meta analysis. This
exist and not adjusted, the coverage drops fagter amethod is not effective in severe bias as the emeer
number of primary studies included in meta-analysigemain close to zero across all N.

increases. For small meta-analysis, the coveragtedt
a sharp slump when about 30% of the publicationgwe

missing, while in moderate and large meta-analyses, roportion that the trim and fill method will inaectly

S'“m_p oceur faste_r at when around 20% of thegdjust the data for publication bias between 10-46%
publications were missing (Fig. 2). _ the time. The proportion increases with the nurmifer
- The tim and fill method has substantially primary studies and the level of heterogeneity,
improved the coverage. For small meta- analysiss(N measured by Q. Even when the data was incorrectly
10), the coverage remain above 50% even when thgdjusted, it was found that the PRB introduced tht®
degree of publication bias is considered severe (X estimates due to this adjustment is minimal, raggin
50%). In medium-size meta-analysis (N = 30), thefrom 0.007-0.109%, with maximum SE for the PRB of
coverage drops to 0 only when x = 70% compared to 1.7%. The coverage probability for estimates based
= 30% for unadjusted meta- analysis, while for éarg this incorrectly adjusted data is not significantly
meta-analysis the coverage drops to 0 at x = 50%ifferent from those of which is correctly not aslied.
1515
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DISCUSSION based on this incorrectly adjusted data is not
significantly different from those of which is

This study substantiates the relevance of the trintorrectly not adjusted. Nonetheless, reasonablesste
and fill method in dealing with the problem of must be taken to eliminate any factor which may
publication bias in meta-analysis. It demonstrates increase the heterogeneity level in effect sizes.
effectiveness of the method in reducing the biathen Researchers may alternatively view the degree of
overall effect estimates attributed by the presencelivergence between the original mean effect and the
publication bias. Application of this method adjusted mean effect as a useful sensitivity amalys
additionally increases the coverage probability ttie to gauge the robustness of meta-analytic results to
true effect sizes. the risk posed by the publication bias. The trind an

The results demonstrate that if the publicatiaasbi fill method is therefore recommended be routinely
is not adjusted it may lead to up to 42% biased irused when conducting meta-analysis as its berafit
treatment effect estimates. The application of ttira outweigh its harm.
and fill method has reduced the bias in the ovesfédict
estimate by more than half. The method performs$ bes
in presence of moderate to high publication bias
(20%<x< 50%). The PRB reduced to an average of 6%  This study was partially supported by the grant
compared to about 14% in unadjusted data. The methgrom |JUM Research Endowment Fund (Grant No:
improves _the coverage probability by m(_)re_thar_1_ halfepywy B-11-025-0503) of International Islamic
When subjected to the same Ie\{el of publlgat|0r$ ima _University Malaysia.
medium to large meta-analysis. The trim and fill
method however is not effective in low underlying
bias (x<10%) and severely bias (x>50%). The PRB
produced by unadjusted data are not significantly . o )
different from those that have been adjusted usin€99, C.B. and J.A. Berlin, 1988. Publication bias:
the imputed trim and fill method. In practice, & i problem in interpreting medical data. J. R. Stat.
difficult to know the true level of publication ksa Soc. A, 151: 419-463. DOI : 10.2307/2982993
However, researchers may consider the number dfedd, C.B. and M. Mazumdar, 1994. Operating
unpublished studies as a rough estimate for thelley ~ characteristics of a rank correlation test for
of publication bias presence within a meta-analysis publication bias. Biometrics, 50: 1088-1101.

One limitation of the trim and fill method is it PMID: 7786990
assumes that the sampling error is the key soufce ®orenstein, M., L.V. Hedges, P.T. Higgins, H.R.
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