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Abstract: Problem Statement: In order to reduce or minimize energy consumptiod t improve
bandwidth utilization in Wireless Sensor NetworkKé/SN), it was essential to consider its
architecture in the network topology, power constiolp data rate and fault tolerance. Our
objective is to formulate an effective cluster fation of nodes with multiple sinks to reduce power
consumption and minimize the data logspproach: In this study, we propose to design a
distributed cluster based routing technique in Wwhinultiple sinks were deployed. Initially the
average distance between the sensor nodes andnthavas calculated and the nodes send their
location information to the neighboring sinks. T8ieks were updated this information at every time
interval. The optimal sink places could be founthgghe global information based method. After
sinking deployment, the information of each clusteas transmitted to other cluster using a
gateway. The information gathered by the sink wassmitted to other clusters using a gateway.
Results: By simulation results, we show that our proposechhique was enhanced the packet
delivery ratio while reducing the energy consumptiand delay.Conclusion: Our proposed
approach minimizes the power consumption and destseks.

Key words: Wireless Sensor Networks (WSN), Cluster Head (CElyster Based Hierarchical
Routing Protocol (CBHRP), Distributed Cluster Bagaliting (DCBR)

INTRODUCTION protocols. In clustering, the nodes are divided int
disjoint sets and using the Cluster Head (CH), each
Wireless Sensor Network (WSN): Densely deployed node is placed on a chosen cluster. A standardaand
large number of nodes represents a sensor networkigh-level structure can be designed in the network
Each sensor node gathers the data and the infamati using a clustering technique. Categorization of the
are sent back to the sink. (Balamurugan andtlustered sensor networks is based upon the tyge an
Duraiswamy, 2011)WSN is a kind of Low Range fynctionality of the nodes and this is discusseldwe
Wireless Personal Area Network (LR-WPAN). (HevinRajesh and Paramasivan, 2012)
(Ramakrishnan and Thyagarajan, 2009) Dependingjomogeneous: All nodes have the same hardware and

upon the application the nodes in the wireless @ens yrqcessing capabilities with cluster head beingiteat
networks vary randomly (Kumaet al, 2009). The periodically.

location information of the individual nodes is not
known originally and thus there is a need of self
organizing capability in the network. The major estp
of this network is the node cooperation and thigsied
to distribute the information gathered to theirgidior
users. (Balamurugan and Duraiswamy, 2011) In
military areas, natural disaster and health sensor The clustering techniques in WSN is quite
networks play a major role. For the civil applicais, advantageous for Distributed localized computing,
light, temperature, humidity and other environménta fault-tolerance, load balancing, maximal network
factors are monitored in this network (Gandhi and longevity, increased connectivity and reduced
Narayanasamy, 2011). delay. But several issues are considered in
clustering techniques such as (Cla¢al, 2009)
Clustering techniques in WSN: Clustering is used ¢ Proper management of the network deployment-In
essentially in order to design a scalable senswvank the fixed and random node deployment, entire area

Heterogeneous: Capabilities and complex hardware
are organized over the field together with numerous
sensor nodes:
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coverage and uniform energy consumption needseries is analyzed by the sink and based on thiese,
to be ensured by the network nodes are grouped into various clusters. In eacten,

« Unbalanced cluster head distribution-There arehe cluster heads are selected based on the ciuityect
chances of unbalance, over load on neighboringind residual energy.
nodes and node detachment in the heterogeneous After the formation of clusters, in the sleep duty
network. This may occur when the cluster headcycle phase, the data generation rates of cluster
intense on one part members are compared with a minimum threshold

«  Uniform energy consumption-Balancing the energylevel. Finally these sleep/awake schedules are
dissipation and the reelection of the cluster headransmitted to each cluster members along with the
are required to balance the network energycluster details by the sink. If a large proportafmodes
consumption have data rate higher than the minimum threshalel le

« Network scalability-In order to cover more area orthe similarity of their data is used. Then amonghsu
to extend the lifetime of the current network, newnodes, a fraction of nodes are provided with apslee
nodes have to be added and the clustering schemége mode alternatively in a distributed fair manne
should adapt to these changes Each cluster head coll_ects_ d_ata_ from its members

«  Multi-hop or single hop communication-Energy a@nd check for any change in similarity or data etd
can be consumed using proper and efficienteported to sink. The sink then performs reclusteor
communication. As concerned to the cost, the'®scheduling of sleep duty cycle, if necessary.sTie
single hop communication is more expensive. Oryvor.klolad of. sink invested in checking of senS(_)radat
the other hand, in multi-hop communication morePeriodically is shared by the cluster heads, theking

energy is lost since the nodes closer to the gluste?Ur approach distributed. o
head experience heavy traffic There are certain drawbacks in this approach. The

cost and energy of the route are not taken into
HEED (Kour and Sharma, 2010) is a hybrid consideration for inter-cluster and intra-clusteuting.

approach to select the cluster heads which is based More energy is consumed when the cluster head
the residual energy and communication cost. Imperiodically sends the data and this leads to efustad
PEGASIS (Zareiet al, 2010) the close neighbors of re-election. Due to that the clustering process is
each node only involve in communication. In performed by a centralized sink, computational
ANTICLUST (Elbhiri et al, 2009), the cluster head overhead can be caused. The entire clustering gsdse
selection is a two level process which involvesaffected and this results in data loss.
communication between neighboring nodes. Thus to overcome the drawbacks, we propose to

, , L design distributed clustering technique with miustip
Deploying multiple sinks: The amount of energy spent ginis for the wireless sensor networks. The average
on communication in WSN can be decreased byjistance between the sensor nodes and the sink is
diminishing the distance between sensors and sinlls -5 |culated and the nodes send their location irdéiom
also using the multiple sinks (Chenal, 2009) to the neighbouring sinks. The optimal sink placas be

In large scale WSNs, common situations includeong using global information based method. Asiek
multiple sources and sinks. When compared to Wglesi  yeployment, the information of each cluster is
sinks, better compatibility can be provided by meitiple  transmitted to other cluster using a gateway. This
sinks. Due to reductu_)n in the multi-hop distanegnzen “technique enhances the packet delivery ratio while
sensor nodes and sinks, amount of energy consumptiQedycing the energy consumption and delay.
and the message transfer delay in communication are
decreased effectively during the placement of théipfe  Rgjated work: Ermanet al (2009) have presented a

sinks in propg(; |OC§IIOI’]S.. The patr:w having the BIW®P o6 cross-layered communication protocol  for
count is considered to minimize the maximum WOBSEC  ficient data dissemination in multi-sink WSNs. Fhe

delay (Poe and Schmitt, 2009). protocol combines network wide load balancing,

Problem identification and proposed solution: In our ~ clustering techniques and local routing optimizasio
previous study (Manisekaran and Venkadesan, 20&0), With SENSEI architecture which make it efficient on
have proposed an adaptive distributed clusteringoth global and local level. They did not consitles
technique for reduction of battery power in WSNadis  impact of mobility of sensors and sinks.
two phases; a cluster formation phase and adaptive Rashedet al (2010) have proposed a two layer
sleep duty cycle phase. In the cluster formatioasph hierarchical routing protocol called Cluster Based
the data generation rate and the similarity betwdsta ~ Hierarchical Routing Protocol (CBHRP). They have
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introduced a new concept called head-set, conefsts If the packets are routed using a shortest path
one active cluster head and some other associstecl algorithm them is given using following Eg. 1
heads within a cluster. The head-set members are
responsible for control and management of the nétwo n,~ K}XH Q)
Akhtar et al. (2010) have presented an energy = -© ’
efficient routing technique named Energy Awaredntr
Cluster Routing (EAICR). Their proposed technique
has increased the network lifetime and number o , .
packet sent in the network. They have shown that b roport|onal_ to '_[h_e distance the message has velira
using their technique, network lifetime has been!NUS: by minimizing the sum of the distances betwee
increased up to 12% and energy consumption ithe sensors and the sink, the energy spent for
reduced 17%. They have also shown that by usirig theCOMmunication can be minimized.
technique the number of data packets sent in the Let M be the number of sinks and H denotes the
network has been increased up t016%. number of sensor nodes. Consider sink V having
Gupta and Dave (2009) have proposed architectur : M_, V) V) _
for reliable and real-time approach for data plaeem &)ordlnateg =Gy ) Vi e ’ M. The
using sensor clusters. Their architecture suggestore ~ distance vector from sensom’* to the sink| is
the information of all clsuters within a cell ineth represented using Eq. 2
corresponding base station instead of storing
information in individual cluster heads. For data (I) _\/ () 2+ ()
dissemination and action they have used Action and@ ~ (x"=xa) "y
Relay Stations (ARS).
Zareiet al (2010) have proposed a novel cluster  Unit vector pointing from theth sensor towards
based routing protocol (CBRP) for prolong the sensothelth sink is shown using Eq. 3
network lifetime. Their protocol achieves a good |
performance in terms of lifetime by balancing the (l)_k;’ 3)
energy load among all the nodes. In their protdicst Ua _?
the network is clustered using new factors and then :

In a multi-hop network the energy cost of
Fransmitting a message to the sink is linearly

2
-y, (2)

spanning tree is constructed for sending aggregita This algorithm mainly focuses on minimizing the
to the base station which can better handle theensor's distance from the nearest sink which is
heterogeneous energy capacities. represented using Eq. 4:
H | .
MATERIALSAND METHODS aglmlinkg) L min (4)

Proposed distributed cluster based routing

technique with multiple sinks: The minimum distance to the sink can be obtained
Clustering technique: The clustering is performed by setting the partial derivatives to zero which is
based on the Similarity Measure Estimation which isrepresented using Eq. 5 and 6

explained in the previous study (Manisekaran and

H
Venkadesan, 2010). . ?m)[aélmlinkg)jlsgl) ....... = 0, 5)
Multiple sink deployment: m=1,..... M
Calculation of average distance between sensor
nodes and the sink: A sink deployment technique is 0 [ g _ k(l)]I M (m)=0
proposed which is mainly based on minimizing the ay(m) a=1"M"" @ Jlsg sy (6)
energy consumption: m=1 ... .. M
n. = Energy demand of transmitting a packet to The partial derivatives are shown using Eq. 7-9:
distance k apart
ne = Energy that a sensor consumes to send a s H 0
packet to Lhop distance M) = Minka’ =
k = Distance between the sensor and the nearest |_>|< s ! | @)
Slnk_ o z Wminkg)
C = Radio communication range of a sensor a=1gy '
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The mobile sink sends a periodical update
messages which leads to the consumption of more
energy but several factors are identified which can
contribute to reduce power consumption. A broadcast
message is used to cover up the entire regioneén th
network and this updates the sensors directly. d2eekd
power relay nodes are also deployed some times in
order to forward the messages.

Before there is a change in the location of tind,si
the data packets have to arrive at the sink. Tiuatep
message includes a waiting time. The sink shoald at
the broadcasted position until the waiting time.teDa
delivery can be assured within this waiting timeit B
the data is not delivered within this time, relagdas
check whether the data arrived is late for lastatgpd
message. If the data is late, then relaying nodes viar
certain time period so that it can be includedhi hext
periodic update. Then packets are forwarded at the

The requirements of (8) and (9) use the vectods anrecently received sink position.

are represented as using Eq. 10

ugm)ggl),_, (M) =0,

"0 (10)

ax{™=minik§)
m=1..... M

In this Fig. 1, we consider several sensors amisi
For a multi-sink network, the sensors send their
information about the location to their neighborsigks.
For few sensor nodes this information can be fodegr
to the sink using the relay nodes R1, R2, R3 and R4
Four sinks are considered 1, 2, 3 and 4. Hereghsos

Let G, be the set of indices of the sensors closest t§2des 1,2,3,4 and 5 transmit their location infdromato

the sink V which is described in Eq. 11

\Y (!
cy ={a: kg ) :mlln k(a)} (1)
Here, CmC, |i¢j =A andDi=1,...M C= {1,H}
and the resultant vector of the orientation vectdrihe
sensors for sink V is shown using Eq. 12:

r=2u’Vvs=1..M (12)
wuC,

sink 1. Node 3 uses a relay node R1 to forward the
message to the sink 1. The sensor nodes 6,7,8,9Gnd
are closer to sink 2 and thus forward their message
the sink. Relay node R2 is used to forward messages
from node 7 to the sink. The sensor nodes 15, 2,618
and 19 send their location information to sink 41 #me
relay node R4 is used to forward the message o sin
from node 15. Next, the sensor nodes 11, 12, 131dnd
send their location information to the sink 3. Rel@des
check whether the packet to be forwarded is tom fiat

the last update. In this the message transmittad the
sensor 11 is delayed and exceeds the waiting tone f

When the resultant vector is zero for every sinkupdate. Thus the relay node waits and listenseaéxt

the average distance between the sensors ancdtestl

sink will be minimal. (Vinczeet al, 2007)

periodic update (Vinczet al, 2007).

Global algorithm: The optimal sink places can be

System model: We assume a sensor network which isfound using global information based method. We
densely deployed and is time driven in which theada assume that the sinks have global knowledge eivery
message is sent for each time interval. The message sink knows the geographical coordinates of the @sns
the multi-hop communication network travel to the and the other sinks.

closest sink using the geographical routing.
Since no central authority is present
distributed routing solution, end-to-end

route
selected to give the information about the partitipy

Given an initial sink setup, the sinks can decide

in awhich sensors are closest to them and divide the
isnetwork into clusters, i.e., determing CV =1 : : :M.

Next, the method uses an iterative procedure called

nodes. The decision taken for handing over the giack determine centroifWagstaet al, 2001)to determine

lies completely upon the nodes.

the centroids of the clusters, i.e., the placesra&he

For routing process, a gateway is selected throughinks’ resultant vector is zero. In every clustbg sink

which the data is transmitted to other cluster.

calculates the resultant vector in beginning.
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Fig. 2: Gateway selection and inter cluster routing
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If rv is non-zero then it moves in the direction e

determined by the resultant vector, i.e., its negation
is ¢V +r," whereMSPis the length of the maximal

possible step for a sink. This iteration step isested
until at least one of the sinks moves. As all thks

have stopped the clusters are recalcula(@{j) based
on new sink locations. If there is a cluster tHamged,

e., o #c for some Vthen the method returns to the

determine centroighrocedure to find the new centroids.
The method stops if at the end none of the clusters
changed.

Algorithm 1
1. Initialize starting locations of the sinks.
2. Determine the clusterscy ={a: kg ) -mnn k()}
vV=1,....M
3. Determme centroids.
4., Forj«—1toM
(V)
rv= tljz ut
4110f|g| ==
4.1.1%=¢
else
4.1.2%=g" +y, MsP
end if
then Determine centroids
end if
6. Recalculating clusters with new sink locations
cy =fa: k( ) -mln (I)} V=1 ..M
7. lfDVDM:C'\/zzcv

then exit
else
Determine centroids
End if

The sinks are aware of the locations of all se)sor .

therefore they can determine the final places efsinks
by running the algorithm without any real relocataf the
sinks and thus the sinks have to be relocated antee
end of the algorithm. (Vinczet al, 2007).

Inter cluster routing: After the sinks are deployed in
the network, the information of all the clusterseds
to be transmitted to the base station. In ordefind

out the route from one cluster to another, a gayewas

is selected:

Initially the CH broadcasts the advertisement

message within its radio range and a primary node

(Pn)receives it

¢ Pnsends a joining request message to the CH

* A beacon signal is generated by the CH within its
radio range and the Pn which has heard the beacon
becomes an ordinary node (Ln)

e The farthest Ln from a CH is elected as a GW
among one-hop neighbors of a CH

e It as assumed that Pns are uniformly distributed,
such that the farthest Ln from a CH will discover
the largest number of Pns

« Each Ln among one-hop neighbors of a CH counts
the number of Pns within its radio range and then,
reports it to the CH

e The Ln which discovers the largest number of Pns

is elected as a GW by the CH. (Cletial, 2005)

In this Fig. 2, the selection of gateway nodetfar
cluster 1 is shown. Here the node 2 covers twdalnit
nodes in its radio range and node 3 covers onmlinit
node in its radio range. Thus node 3 is selectethas
gateway node for the cluster 1. Accordingly, nofles
12 and 15 are selected as gateways for the cluate&rs
and 4 respectively. After the selection of gateways
routing is performed through these gateway nodbes. T
information from the sensor nodes of cluster 1 are
collected by the sink 1 and is given to the nodsd@le
2 sends this information to the gateway node 8 of
cluster 2. Node 8 transmits this information to the
gateway node 15 of cluster 4 and node 15 tranghsts
information to the gateway node 12 of the cluster 3
Finally the information is sent to the base statibinus
the routing is performed using the gateway noddbifm
sensor network.

Complete algorithm: The steps involved in the entire
process of distributed cluster based routing teplei
are summarized in the following algorithm.

Algorithm:

Clustering is performed based on similarity
measure estimation

The distance between the sensors and the sink is
calculated and their resultant vector is given in E

12

e The resultant vector is zero for every sink, the
average distance between the sensors and the
closest sink will be minimal

The locations of all the sensors are known by the
sink

1247



Am. J. Applied Sci., 9 (8): 1242-1250, 2012

» Sensor nodes transmit their location information tafable 1: Simulation Parameters

the nearby sink. No. of Nodes 20,40,....100
»  The optimal sink places can be found using globa/uroé:fsis‘;;”rces 5562(5)6105’20 and 25
information based method. Mac 802.11
* The centroids of the clusters are determined usin§imulation time 50 sec
determine centroidnethod Traffic source CBR
L . . . Packet size 512
* The distributed routing is provided to the network 1 ansmit power 0.660 w
using gateway selection algorithm. Receiving power 0.395 w
Idle power 0.335w
Initial ene 3.1
RESULTSAND DISCUSSION Transmissgi)cl)n range 75m
Simulation setup: The performance of our Distributed
Cluster Based Routing (DCBR) technique is evaluated 4 4 & EEDC
through NS2 Network Simulator: 3.5 4 —®— DCBR
www.isi.edu/nsnam/ns simulation. A random network 34 ./”_*/"A
deployed in an area of 58800 nf is considered. 2.5 A
Number of nodes is varied from 20-100. Initiallyeth _f‘ 2] W -
nodes are placed randomly in the specified are@ Th 2 1.5 -
initial energy of all the nodes is assumed as Gulep. 1 -
In the simulation, the channel capacity of mobitsts 0.5 4
is set to the same value: 2 Mbps. The Distributed 0 . . _ . .
Cooro_lmatlon Function (DCF) of IEEE 802.11 is used 20 10 60 30 100
for wireless LANs as the MAC layer protocol. The Nodes
simulated traffic is CBR with UDP source and sink.
The number of sources is varied as 5,10,....25..
Table 1 lists the simulation parameters used. Fig. 3: Nodes Vs Delay
Performance metrics. The performance of DCBR 1.2
technique is compared with EEDC (Energy Efficient 12 g o >

Dynamic Clustering) technique (Liet al, 2007). ) =
The performance is evaluated considering the = ©9-8 M

following metrics. 0.6 -

Del ratio

04 4 —o—
Average end-to-end delay: The end-to-end-delay is EEDC

averaged over all surviving data packets from the 0.2 1 —m  DCBR

sources to the destinations. 0 i : : i ,
20 40 60 80 100

Average packet delivery ratio: It is the ratio of the Nsdes

number of packets received successfully and the tot

number of packets transmitted. Fig. 4: Nodes Vs delivery ratio

Energy consumption: It is the average energy From the figure, it can be seen that the averaget@n

consumption of all nodes in sending, receiving ang®"d delay of the proposed DCBR technique is less
forward operations. when compared with EEDC. Figure 4 presents the

packet delivery ratio when the number of nodes is
Simulation results: increases. DCBR achieves good delivery ratio, coetba

Based on nodes: In our initial experiment, we vary the ©© EEDC. Figure 5 shows the results of energy
number of nodes as 20, 40, 60, 80 and 100, kegpeng Cconsumption when the number of nodes is increased.

number of sources as 5. From the results, we can see that DCBR technigse ha
Figure 3 gives the average end-to-end delay whel@ss energy consumption when compared with EEDC,
the number of nodes is increased. since it has the energy efficient tree.
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e - ——
4 4;,.44—— > 4 g
o — & - sl
& 3 - = — - @0 - o =
5 - 2 5
& 2 ] —e—EEDC - ¢ —e—EEDC
1 ] —=m— DCBR
{ J —m=m DCBR
0 ; ; ;
0 ' = . . 5 10 15 20 25
20 40 60 80 100 Sources
Nodes

Fig. 8: Sources Vs energy

Fig. 5: Nodes Vs energy Figure 7 gives the packet delivery ratio when the

number of sources is increased. DCBR achieves good
delivery ratio, while being compared to EEDC. Fig@r
/&ff"‘ shows the results of energy consumption when the
e number of sources is increased. From the resuks, w
> can see that DCBR technique has less energy
* consumption against EEDC, since it has the energy
= =} B - efficient routing.

\

Delay
2

j | —e—EEC CONCLUSION

0 . . , . ‘ In this study, we propose to design a cluster dbase
s - routing technique in which multiple sinks are degld.
: = Initially the average distance between the sensdes
Sources and the sink is calculated and the sensor noded sen
their location information to the neighbouring sink
Fig. 6: Sources Vs delay The resultant vectors of the sensors are calculated
Centroid method is used to determine the placesavhe
12 - sinks resultant vector is zero. The optimal sirdces can
- be found using global information based method. The
191 = = - = - sinks decide which sensors are closest to thentiarut
the network into clusters. The gateway for eacbtefuis
! T = selected based upon the radio coverage of thersaodes
06 - e— EEDC in the cluster. Then the information of all thestérs is
transmitted to other cluster using a gateway i easster.
04 1 —m— DCBR Information about all other clusters is collectedhis way
0.2 - and is transmitted to the base station. By sinunati
results, we have shown that our proposed technique
0 ! T ' T ' enhances the packet delivery ratio in addition he t
10 15 20 reduction of energy consumption and delay.
Sources

=
n

=]
—
(=]

Delratio

th
[
th
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