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Abstract: Problem statement: Malignant melanoma is the most frequent type ah slancer. Its
incidence has been rapidly increasing over thefiagstdecades. Medical image segmentation is the
most essential and crucial process in order tdittsei the characterization and visualization of th
structure of interest in medical imagégproach: This study explains the task of segmenting skin
lesions in Dermoscopy images based on intelliggstesns such as Fuzzy and Neural Networks
clustering techniques for the early diagnosis ofifeant MelanomaThe various intelligent systems
based clustering techniques used were Fuzzy C Méigwwithm (FCM), Possibilistic C Means
Algorithm (PCM), Hierarchical C Means Algorithm (HJ; C-mean based Fuzzy Hopfield Neural
Network, Adaline Neural Network and Regression Médtetwork.Results: The segmented images
were compared with the ground truth image usingouar parameters such as False Positive Error
(FPE), False Negative Error (FNE) Coefficient ahiarity, spatial overlap and their performance was
evaluatedConclusion: The experimental results show that Hierarchical €akt algorithm( Fuzzy)
provides better segmentation than other (Fuzzy Gride Possibilistic C Means, Adaline Neural
Network, FHNN and GRNN) clustering algorithms. Himthical C Means approach can handle
uncertainties that exist in the data efficientlydamseful for the lesion segmentation in a computer
aided diagnosis system to assist the clinical diagnof dermatologists.

Key words: Fuzzy C Means (FCM), Hierarchical C Means (HCM)s$tbilistic C Means (PCM),
hopfield neural network, regression neural netwoaklaline neural network, false
positive, negative error, spatial overlap

INTRODUCTION been detected. It is used in image analysis and
recognition. For instance, for the automated dieteddf

Dermoscopy, also known as epiluminescenceancerous cells from  mammographic images,
microscopy, is a non-invasive skin imaging techaiqu segmentation followed by recognition or classifmatis
that uses optical magnification and either liquidrequired. Most of the segmentation algorithms aset
immersion or cross-polarized lighting, making on one of two basic properties of intensity values:
subsurface structures more easily visible when eweth discontinuity and similarity. In the first categorthe
to conventional clinical images. Dermoscopy alldhs  approach is to partition an image based on abrupt
identification of dozens of morphological featusagch  changes in intensity, such as edges. The principal
as pigment networks, dots/globules, streaks, bloiew approaches in the second category are based on
areas and blotches. This reduces screening errats apartitioning an image into regions that are similar
provides greater differentiation between difficielsions  according to a set of predefined criteria. A langenbers
such as pigmented Spitz nevi and small clinicallyof algorithms have been proposed in previous y&ams.
equivocal lesions. The standard approach in automatof the Conventional image segmentation algorithems i
dermoscopic image analysis has usually three stébes clustering by which homogeneous properties around a
image segmentation; (2) feature extraction andufeat given pixel are enlarged.
selection; (3) lesion classification. The segmémat The crisp segmentation methods such as
stage is one of the most important since it affélses  thresholding (Gansteet al., 2001), region growing,
accuracy of the subsequent steps. The segmentatidétge-based approaches (Kapmtiral., 1996), k-means
technique subdivides an image into its constituenand split and merge methods are generally used for
regions or objects. The segmentation should stopnwh image segmentation. . Besides this, soft segmentati
the objects or regions of interest in an applicatiave methods were also seen effective for segmentation.
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Segmentation methods are applied from the artificiabrain tumor by using parallel implementation of ACO
intelligence field, especially using fuzzy and reur system for medical image segmentation applications
networks approaches. The present survey is intetaded due to the rapid execution for obtaining and exingc

be a more comprehensive study of the existing Fuzzthe Region of Interest (ROI) from the images for
and Neural-network-based segmentation techniques. Idiagnostic purposes in medical field (Jaya and
this study we propose and evaluate several Fuzdy arThanushkodi, 2011). A New Modified Gaussian
Neural Network based clustering techniques: Fuzzy QMixture Model for Color-Texture segmentation
Means Algorithm (FCM), Possibilistic C Means presents a new, simple and efficient modified Ganss
Algorithm, Hierarchical C Means AlgorithnC-mean mixture model based clustering algorithm for color-
based Fuzzy Hopfield Neural Network, Adaline Neuraltexture segmentation. The proposed mixture model
Network and Regression Neural Network. Theseintroduces a new component density function which
algorithms are applied to the dermoscopic image anéhcorporates spatial information and the weighting
are compared with the expected lesion segmentatiofactor for neighborhood effect is fully adaptive ttee
(ground truth). The evaluation is based on differenimage conten (Sujaritha and Annadurai, 2011)
parameters and quality metrics that take into agtou A genetic algorithm based segmentation is impleswnt

different types of error. in the process of computer vision and object
classification. The objective of this study was to
MATERIALSAND METHODS develop a robust technique for the automatic

) segmentation and classification of  touching
Intelligent fuzzy and neural network based  opjects(Scavincet al., 2009). This survey describes the
clustering techniques: The Intelligent system is a rrent state of the ongoing the BC automated disign

branch of computer science concerned with mak.'nQesearch program and describes a software syst&m th
computers behave like humans. Cluster analysis is 8 ovides expert diaanosis of breast cancer based on
technique for classifying data, i.e., to divide e P P 9

dataset into a set of classes or clusters. In icklss three step of cytological image analysis (Sesrdl.,
cluster analysis each datum must be assigned tilgxa 2007)

one cluster. The intelligent system cluster analysi  This work propose and compare various intelligent
relaxes this requirement by allowing gradualfuzzy (Bezdek and Pal, 1992) and neural networkdas

memberships, thus offering the opportunity to deitth clustering technigques. The various intelligent eyst
data that belong to more than one cluster at theesa based clustering methods are:
time. Crisp clustering assigns each data to a eingl
cuser bul i fuzzy the membership anclon eSS« Fuzzy C Means Algortm (EC)
9 ging e Possibilistic C Means Algorithm (PCM)

Most fuzzy clustering algorithms are objective ftioe ) ; )
based: They determine an optimal classification by Hierarchical C Means Algorithm (HCM)
minimizing an objective function. *  Fuzzy Hopfield Neural Network (FHNN)

The degrees of membership to which a givert  Regression neural network
data point belongs to the different clusters aramated *  Adaline neural network
from the distances of the data point to the cluster
centers. Several fuzzy clustering algorithms can be  The intelligent clustering technique differs from
distinguished depending on the additional size anghe conventional hard computing in that, unlike the
shape information contained in the cluster protesyp |ater, it is tolerant of imprecision, uncertainfyartial
the way in which the distances are determined &&d t yth and approximation.
restrictions that are placed on the membershipedsgr Fuzzy C Means algorithm (FCM): The most prominent

(Silveiraet al., 2009; Linet al., 1996). Here we focuS y0qvithm is the FCM or Fuzzy C Means algorithmeTh

on the fuzzy ¢-means algorithm (Zhang,_ 2006), .Wh'ChFCM algorithm receives the data or sample space in
uses only cluster centers and a Euclidean distance

. . . matrix format. The number of clusters, the assumpti
function and the Gustafson{Kessel algorithm, which "~ " " .
uses cluster centers. covariance matrices and Rartitioning matrix, the convergence value all mbst

Mahalanobis distance function. Hopfield networkais 9'Ven to the algorithm. The FCM algorithm assignels

recurrent network in which all neurons are conreote 0 €ach category by using fuzzy memberships N. The

each other, with the exception that no neuron tmgs a algorithm is an iterative optimization that minimiz the

connection to itself (Bezdek and Pal, 1992). Comput C€ost function. The number of clusters c, the astiomp

Aided Diagnosis (CAD) system for the detection of partition matrix U, convergence value E all muspben
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to the algorithm. The first step is to calculate thuster ~minimized by assigning =0 for all i €{1,......, c}and

centers. The second step is to calculate the distaatrix | € {1.-..... n}. In order to avoid this trivial safion, a
d. The distance matrix constitutes the Euclideatadce penalty term is introduced, Wh'(.:h forces _the_mem;ihxpr
between every pixel and every cluster center. & th degrees away from zero. That is, the objectivetionc

) o " ) is modified to Eq. 5:
difference between the initial partiion matrix and
calculated patrtition matrix is greater than thevengence L R e N
value then the entire process from calculatingcthster In (X‘”’C)_;;“" qz+;ni ; SLR) ®)
centers to the final partition matrix. The finalrii#oon
matrix is taken and used to reconstruct the image.  where, ¢ is the distance between the flata and the ith

cluster centroid \for each cluster Eq. 1: cluster center, jpis the degree of belonging of the jth
data to the ith cluster, m is the degree of fuzzing is
N a suitable positive number, c is the number of the
Z(”u "X clusters and N is the number of the data.can be
V=2 i=12.C 1) obtained as Eq. 6:
D)
B pe— ©)
The objective function is minimized when pixels l+(d§]m-1
close to the centroids are assigned high membership n

values and low membership values assigned to pixel
far from centroid. The standard FCM objective ynere, gis the distance between the jth data and the ith

function is given by Eq. 2: cluster center, pis the degree of belonging of the jth
data to the itltluster, m is the degree of fuzziness,

I (U, V) :Z,le,cl u"d (X,Y) (2) is a suitable positive numbers. The value pf
determines the distance at which the membership
where, X ={X1, X% ,......... X ,....Xy }isap<N input  value of a point in a cluster becomes 0.5. Theevall

data matrix, where p represents the dimension dfi ea ; is obtained as Eq. 7:
feature vector and N represents the number of fieatu

vectors. C is the number of clusters;, iépresents the Z_“ urd?
membership function of the jth data in ith clus@r  n, =Z5—— 7
d is the distance between input and centroids\the Zjﬂuu

ith cluster center and m is a constant. The
membership functions and cluster centers are The value ofy; can be fixed or changed in each
updated by the following Eq. 3: iteration by changing the values of jand d. This

1 method is more robust in the presence of noise, in
Uij = — (3) finding valid clusters and in giving a robust esttm of
2 d(x;,v) 1dOs Ly ) the centers. At first sight this approach looksyver
K=1

promising. However, if we take a closer look, we
where, m is a weighting factor which controls thediscover that the objective function J defined @b/
degree of fuzziness. A measure of similarity betwxe i general, truly minimized only if all cluster ders are

and V is given as Eq. 4: identical. The reason is that formula for the
) membership degree of a datum to a cluster depends
d= (X, Vi) =l 5= Vil (4) only on the distance of the datum to that clugiat,not

Convergence can be detected by comparing th@" its distance to other clusters. Hence, if thiere
changes in the membership function or the clustepingle optimal point for a cluster center (as itllwi
center at two successive iteration steps. usually be the case, since multiple optimal pomsild

o ] require a high symmetry in the data), all clustemters
Posshilitic C Means algorithm (PCM): In || converge to this point. More formally, considevo

possibilistic fuzzy (Zhang and Jiang, 2009) clus®r ¢ ster centerg, andp, which are not identical and let
one tries to achieve a more intuitive assignment ?Eq 5

degrees of membership by dropping the probabilit
constraint of FCM, which is responsible for the

undesirable effect. However, this leads to the, - g " (- L 8
mathematical problem that the objective functionasv i ;Uﬁ' @Jﬁ)”l;( vro®
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That is, let z be the amount that clustefy 1\t
contributes to the value of the objective function. (x) = ZC: d(x,,x? |™* ©)
Except in very rare cases of high data symmetnyjlit Hy 0= S\ d(x,, %)

then either be,z> z or z > z. That is, we can improve

the value of the objective function by setting both

cluster centers to the same value, namely the dmehw Similarly, the membership of the fuzzy set with
yields the smaller z-value, because the two z-watie centroid v is computed for all x taking into account all
not interact. In the probabilistic approach thestdn other centroidsjas follows Eqg. 10:

centers are driven apart, because a cluster, imyg w

consumes part of the weight of a datum and thueka 1
less that may attract other cluster centers. Hence & d(v,x)y ™t
sharing a datum between clusters is disadvantageous " ()= Z(d(vk,vj )Z]
the possibilistic approach there is nothing eqeimato

this effect. Nevertheless, possibilistic fuzzy téuigg

(Steck and Balakrishnan, 1994) usually leads to  Note that here,pare the centroids of the fuzzy sets
acceptable results, although it suffers from siighil being clustered and is the centroids of the clusters we
problems if it is not initialized with the corresmting  are constructing with the fuzzy ¢ means. Similadys
probabilistic algorithm. We assume that other rssul the number of centroids jxpnd c is the number of
than all cluster centers being identical are aaddev centroids in y.Then, the distance between a fuzzy set
only, because the algorithm gets stuck in a localith centroid x and another with centroid; will be

-1

(10)

=

minimum of the objective function. computed. This is, how to determine the nefgr 11:
Hierarchical C Meansalgorithm (HCM): Given a set n

of elements X, a mixed approach is applied to baild 2 (U)X,

fuzzy hierarchical structure. The process startkling v, =*5—— (11)

a fuzzy partition of X applying fuzzy c-means. This ()"

results into a set of fuzzy membership functions p k=t

each one built on the centroigl Whis fuzzy partition

bootstraps the process. Then, the iterative proisess Note that this approach leads to different

applied to build the hierarchical clustering foliog a  membership values. Thus this method builds hietesch
bottom-up strategy. Such set of membership funstionof clusters where membership to clusters is fuzzy.
is partitioned using a partitive clustering methiod Fuzzy Hopfield Neural Network method (FHNN

fuzzy sets. Sup_h pa}rtmve. clustering method. resuan method): This method use the fuzzy c-means algorith
new fuzzy partition pithat is used as the starting point _ . o .
of the new step. to eliminate the need for finding weighting factorghe

In this algorithm, the fuzzy c-means algorithm is Lyapunov energy function. The number of neuronsiuse
used for building the initial fuzzy partition. Suélzzy ~ to construct the Network depends on the image tiee;
partition is obtained by applying the fuzzy c-meanslarger the image size, the more neurons that gréresl.
algorithm to X. In this case, the algorithm is ap@l  These neurons are fully interconnected. The tofalti of

with a large number of clusters (i.e., c is largelis  neyron (i, k) denoted as Netik can be formulae@Ea.
selection of c is to have a large number of leanehe

fuzzy hierarchy. In the iterative process, fuzzgneans

based clustering method is used. Differences cbogis N ¢

the way the distance J{x|| is computed. Here,oand ~ Nety, =3 > WqVig + Iy (12)

v; represent fuzzy sets. More specifically,stands for e

the k-th fuz_zy set to be pg_rtmoned anFjS/one Of. the where, N is the number of data points, ¢ is nundfer

fqzzy sets in the new patrtition. Accord|_nglykﬂpg|| isa lusters, Y, denotes the binary state of neuron (j,q),

distance petween fuzzy sets. Following the ste}ndar Likq iS interconnection weight between neuron (ik)

approach in fuzzy c-means, the fuzzy membershig of and neuron (j,g), ) is external bias vector for neuron

fuzzy set with centroid v is defined considering al (j k). The Hopfield neural network consists of Ncx

other centroids v In our case, the membership of the neurons that can be conceived as a 2-D array for th

fuzzy set with centroid xis computed for all x taking image-segmentation problem and the Lyapunov energy

into account all other centroidgas follows Eq. 9: function is given (Roozbahasi al., 2001) as Eq. 13:
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N LV (13) Because each image pixel can only be occupied by on
22 Vi class, the summation of states in the same rom&qua
This also ensures that only N data points will be

When the Lvapunov enerav function is minimized classified into these c clusters . That is, thevoek
yap oy ' must match the following constraints Eq. 16:

the neural network reaches a stable state. The
optimization problem can be mapped into a 2D fully

1 N N
E:EZ Vi,kWi,k:i,qVJ',q

C C
k=1g=1i=1 j1 k=1 i=1

N

interconnected Hopfield neural network with thezyz ZC:H' =1 N
c-means algorithm. The total input for neuron {ickn a1
be modified (Gansteat al., 2001) as Eq. 14:

My =N (16)

Therefore, the energy function can be further
N 2 simplified as Eq. 17:
Net, = |:Xk _z VVi,k;i,qUTq :| + (14
q=1

2

Lyapunov energy can be changed (RoozbahanliizgN Sl %
et al., 2001), m is the fuzzification parameter, 2;;““‘ %2,
Yo =1 W,yiM 1S the total weighed input received
from the neuron (i,q), xis x pixel value of image and

membership value ;i is the output state at neuron (i, Th lizati i : that h
k). A neuron (i, k) in a maximum membership state. € nhormatization operation guarantees that eac

indicates that x pixel belongs to class i. The 2D image pixel WiI_I_be absorbed on severa_l classed wit
Hopfield neural network represents cluster cengraid certam pr(_)bab|l|ty degrees so there W'"_ pe_ N_data
columns and image pixel in rows. In order to geteera points ass.|gned among ¢ glusters. The.m|n|m|z.anfbn
an adequate classification with the constraints, w&"€"9Y E is greatly simplified begause I CO”ta’“g’
define Lyapunov energy function as follows one term and hence the requirement of having to

1 m
X a7)
q_lzui,h
h=1

(Roozbahanét al., 2001) Eq. 15 determine the weighting factors A and B vanishd®e T
' synaptic interconnection weights and the bias irgaut
) be obtained as Eq. 18:
10, - 1 m
E—Ezzui,k Xk_z N X Mig W, = Xq . =0
k=t i=1 q:lzpﬁh (15) kg~ N ik T (18)

>,
g0

The input to neuron (i,k) can be expressed as Eq.

E is the total intra-class scatter energy thatlg'
accounts for the scattered energies distributecalby
pixels in same class. More specifically, the firstm
within-class scatter energy, minimizes the intrassl _ N
Euclidean distance from a sample to the clustetecen Net, =| % _; N
in any given cluster and the second term which h;“ivh
guarantees those number of data point N in image ca
only be distributed among these c classes, imposes
constraints on the objective function (Roozbalehal.,
2001). The quality of classification result is very
sensitive to the weighting factors and to seardimap

2

1

xHh | =[x -v]’=Di (19

The membership function for k-th pixel is given as
Eqg. 20:

values for these weighting factors is expected ¢o b 2Tt
time-consuming and laborious. To alleviate this , _ i Net,. |™* (20)
problem, a Hopfield neural network with a fuzzy c- H, =\ Netj,

means clustering method, called FHNN, is proposed.
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This membership function is effective to minimize Compute JEq. 24:
new objective function in iteration. New objective
function consists of average distance between |mag ‘:725““.“ (24)
pixels and cluster centroids for separate and compa Tk D
clustering. New objective function is given as E.
If | 3% 3" |>0go to step 6, otherwise stop

J= liip,mk of, (21) Adaline neural network: ADALINE (Adaptive Linear
N Neuron or later Adaptive Linear Element) is based o

the McCulloch-Pitts neuron. It consists of a wejgt

bias and a summation function. It was first devetbjo

«  Given the data set X, choose the number of clustericognize binary patterns so that if it was reading
1<c<N, the weighting exponent m>1 (Membershipstreaming bits from a phone line, it could predhue
functions for large value m are fuzzier than thosenext bit. The difference between Adaline and the
for small value m, but the interconnection weightsstandard perceptron is that in the learning phase t
are updated slowly), the termination tolerame€®  weights are adjusted according to the weighted sfim
(is used as a criterion to determine the performmancthe inputs (the net). In the standard perceptioa,niet
of the objective function. The larger the thresholdis passed to the activation (transfer) function amel
value g, the less the numbers of iterations will, function's output is used for adjusting the weights
however, be the optimal membership functionAdaline is a neural network with multiple nodes wehe
cannot be found) and the norm-inducing matrix A. each node accepts multiple inputs and generates one

The FHNN Algorithm steps are given below:

+ Normalization, (gray levels of image) output. Given the following variables:
+ Calculate of primary centroids v0 _ _
«  Compute the distances *+ Xis the input vector
e wis the weight vector
D?ja= (Vi) A (Xivi), I i< ¢, I<ks<N. « nis the number of inputs

Compute the initial membership value: - 0 some constant
e yisthe output

2 7t

U =@ = ZC: Dy |™*
D

=1 jkA

Then we find that the output is Eq. 25:
y= Zx w; +6 (25)

Compute new cluster centroid: If we further assume thatx = 1 and w,; = 0 then
the output reduces to the dot product of x and w,xy
| :ZN: 1 . u w;. Adaline Network is a simple Neural Network with
12“:um arha two Neuron Layers-one input Neuron Layer and one
el output Neuron Layer. The output layer has only one
Neuron node. Adaline Network is also the first Netur
Calculate the input to each neuron (i, k) Eq. 22: Network we built that "learns”. The learning rule i
simple: We give it some input values, fire the Netkv
2 and compare the output value with the desired vdfue
N there is any discrepancy, the Links in the Link éay
Net, =| X =Y ——— XM, (22) will adjust their weights until the rate of errersmaller
AR TH than our tolerance. The weight vector w can beinbth
h=1 by minimizing the least-squares-error criterion.eTh
delta learning rule adopted in ADALINE is a data-
Compute new membership value (Fuzzy c-means) Eqdaptive technique for deriving a least-squaresrerr

23: solution. Let us assume:
2 71
Net,, m-1 * nisthe learning rate (some constant)
Hix = Z Net (23) e dis the desired output
= "

« is the actual output
1164



Am. J. Applied Sci., 8 (11): 1159-1168, 2011

Then the weights are updated as follows w+n similarity and spatial overlap. To define the firsb types
(d-o)x. The_ ADALINE converges to the least squaresof quality metrics let SR denote the result of atoaatic
error which is E = (d*-d) segmentation method and GT denote the ground truth

Regresson neural network: Generalized regression segmentation obtained by the medical expert. BBtlausl

neural networks are a kind of radial basis netwhatis ' &€ binary images such that all the pixels st
often used for function approximation. Radial basisCUrve hove label 1 and all others have label O.ratics
transfer function calculates a layer’s output frisnnet ~ are calculated as follows:

input. This takes one input, Nx® matrix of net input . )

(column) vectors and returns each element of Negass F&lse Postive Error (FPE): These metric measures
through a radial basis function. The probabilitysiey the rate of pixels classified as lesions by theveuatic

function used in GRNN is the normal distribution B§; ~ Ségmentation that were not classified as lesiorthiey
medical expert Eq. 27:

n -D? _
Y. !
_ ; ,exp[ ZO'ZJ FPE( SR,G'§= #SRN GT) (27
Y(X)=— L #(GT)
Zn:ex;{_D‘Z] (26)
i=1 20° False Negative Error (FNE): The FNR measures the
D? = (X -X)".(X =X)) rate of pixels classified as lesions by the medical

expert that were not classified as lesion by the
Each training sample,;Xis used as the mean of a automatic segmentation Eq. 28:

Normal Distribution. The distance, ;Dbetween the
training sample and the point of prediction, isduas a FNE(SR,GT) = + #SRN GT) (28)
measure of how well the each training sample can #(GT
represent the position of prediction, X. If the faisce,
D;, between the training sample and the point of
prediction is small, exp (;820%), becomes big. For;D
=0, exp (-0f/20°), becomes one and the point of
evaluation is represented best by this trainingpam
The distance to all the other training samplesiggdr.
A bigger distance, Pcauses the term exp (?[20°) to
become smaller and therefore the contribution ef th
other training samples to the prediction is releliyv
small. The term Yj* exp (-B/20°) for the jth training The value of 1 represents perfect overlap and 0
sample is the biggest one and contributes very muchepresents no overlap.
to the prediction. The standard deviation or the
smoothness parameter is subject to a search. For
bigger = smoothness parameter, the possibl
representation of the point of evaluation by the
training sample is possible for a wider range ofF&r 2%V eeeton
a small value of the smoothness parameter the Ds‘vi (30)
representation is limited to a narrow range of X,
respectively. With it is possible to:

Clinically, this is worse of two types of error.

Coefficient of Similarity: The coefficient of similarity
is the measure of relatedness between the autoaratic
manual segmentation (12) and is given by Eq. 29:

| Vmanual_ Vaulomalicl (29)

Vmanual

0=1-

gpatial overlap: The measure of spatial overlap
getween the automatic (algorithmic) and the manual
Segmentation is given as Eq. 30:

manual TV algorithm

Spatial Overlap is more accurate measure of
) ) .. agreement than the coefficient of similarity, besmathe

samples segmented region. It is more sensitive to small
e Predict smooth multi-dimensional curves unmatched errors.

* Interpolate between training samples
RESULTSAND DISCUSSION

Performance measures Different paramete.rs were Six different segmentation methods were simulated
used to analyze the performance of various fuzzyor melanoma diagnosis. The evaluation was based on
clustering algorithms. They are False Positive Errothe performances measures calculated and tesiegl u
(FPE), False Negative Error (FNE) Coefficient of ground truth image which is manually segmentede Th
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proposed Fuzzy clustering algorithms is simulated
using MATLAB and tested with ground truth image to
explore the segmentation accuracy of the varioagyfu
clustering techniques. The effectiveness of thepsed
approach is experimentally determined using the
ground truth image.

The input malignant melanoma image is as shown
in Fig. (1) was selected randomly from the database

The size of the image is 256x1200. Fig. 2-7 shdwes t Fig- 5: Segmented image using ANN

segmentation results of malignant melanoma image
using various intelligent systems based clustering
techniques.

In the segmented output , the white region indisat
the infected region (portions of skin affected with
malignant melanoma) and the black trace or spots
indicates the non-infected region (portions of gk
free from the malignant melanoma).

Fig.1: Input Image (MM image)

Fig.2: Segmented image using FCM

Fig. 3: Segmented image using PCM

Fig.8: Ground truth image

Coefficient of similarity

Fig.6: Segmented image using FHNN

Fig.7: Segmented image using GRNN

I

FCM PCM HCM FHNN ANN RNN

Various clustering techniquess

Fig. 9: Coefficient of

Fig. 4: Segmented image using HCM
1166
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Spatial overlap The best method according to the Spatial Overlap
7000 - is the Hierarchical C Means algorithm with the \eabf
. 0% 0.9421. It is more sensitive to small unmatchedrsrr
S 5000 1 The best false positive and negative error (44%9)
£ 4000 1 obtained by Hierarchical C Means algorithm. Among
_§ 3000 1 the two types of error, the false negative errothis
§ 2000 1 worst type. Thus the Hierarchical C Means method wa
#1000 A considered the most relevant metric from clinicainp
0 e B of view.
FCM PCM HCMFHNNANN RNN
Various clustering techniques CONCLUSION

Fig.10: Spatial overlap for different clustering timeds We proposed and evaluated six methods

200y False positive and negative error (intelligent fuzzy and neural networks based chiiste

6000 4 techniques) for the segmentation of skin lesions in
£ 5000 1 dermoscopic images. The various segmentation
200 ] methods employed are Fuzzy C Means Algorithm
2000 1 (FCM), Possibilistic C Means Algorithm (PCM),
1008' Hierarchical C Means Algorithm (HCM), Fuzzy

Hopfield Neural Network method (FHNN method),
Regression Neural Network and Adaline Neural
Network. The Segmentation methods was compared
with the manually segmented image (the ground truth
image) using various parameters such as Coeffigént
Similarity, Spatial Overlap and False Positive and
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