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Abstract: Problem statement: The risk level predictions in risk assessment ofserfifer from
uncertainties and may, thus, overlook some adwedfsets. This problem can be reduced by using risk
reduction strategies that continuously guide atitiszitoward lowest possible riskpproach: This
study suggested a method to guide and assessiskaleduction strategies using multi-indicator risk
characterization. It was a challenge for the mettmdecure robustness against unavoidable high
uncertainty and to secure flexibility that embraceditiple indicators for different aspects govermin
the risk level. This methodology was to protect eedsting targets, denoted Protection Units (PU),
against adverse effects and applied knowledge adb&Us, or a representative fraction of those. A
set of risk indicators described different aspetthe risk level for each PU. A scenario in thimtext
contained the set of PUs, each having their riskllelescribed by the set of different risk indicato
values.Results: The result was a multi-criterion solution that veamlyzed using partial order ranking,
where ambiguities between single criteria predictaf risk level as either higher or lower were
analyzed and mappe@onclusion/Recommendations. Risk level hotspots, in which several criteria
simultaneously predicted higher risk level for sfecPUs, was used as key-elements to provide
guidance and assessment of the need for risk iedughd the method was, therefore, called Hotspot
ruled ranking (HotsRank).

Key words: Composite indicator, partial order, hotspot rulegiking (HotsRank), risk assessment,
chemicals

INTRODUCTION the likelihood of unpredicted adverse effects and,
thereby, to support the risk assessment.

This study suggests an aggregation method for risk  Most risk indicators quantify real conditions éfk
indicators that can guide and assess risk reducfibe  and this will often be in contrast to the risk asseent
methodology is developed to provide guidance fek ri that is calculated using estimated fictive scersarithe
assessment of chemicals and biocides includingisk indicators need to include as many factors as
pesticides, however, the usefulness is much broader possible to gain validity and each indicator inwsv
the area of handling risk. The use of chemicalssome degree of numeric uncertainty. This problem is
including pesticides and biocides, in the following enforced by the fact that risk reduction is most
unified denoted “chemicals”, may result in adverseimportant to apply when the risk assessment incwde
effects, even though the risk assessment predietmt critical degree of uncertainty. In this study.eth
to be harmless. This is not a consequence of iiegerifft  dilemma is handled by defining the indicators sotah
work of the risk assessors, but an unavoidablelpnob a relative basis, where the indicators only camiptea
arising from the highly complicated task of riskréé  risk level in one place as higher/lower than thek ri
prediction. This is often the case in risk assessrand  level in another place. It is a widely acceptedesteent
it is, therefore, advisable to apply risk reductiodimit  that relative analyses, in general, are more ceimaihe

Corresponding Author: Peter Borgen Sgrensen, Department of Terrestrialofyg, National Environmental Research Institute,
University of Aarhus, Vejlsgvej 25, P.O. Box 31808 Silkeborg, Denmark Tel: +45 8920 1789
1255




Am. J. Applied Sci., 6 (6): 1255-1263, 2009

conclusion compared to quantitative analyses. This resulting in emission takes place in a local aitemay
closely related to the statement that a rough ptieti  enhance exposure locally, also in case of limittdl t
is more certain about the “limited” amount of volume production. Therefore, in this case, thereai
information that is delivered compared to the datya mismatch between the total production volume used a
of the “extended” information delivered by a morerisk indicator and the principle of risk assessment
detailed prediction. focusing on risk hotspots.

The risk hotspot is central in risk assessmerd as This study suggests a method to apply risk indrsat
realistic combination of factors that together gi¢he iy a way that fits risk assessment by includingsineilar

highest risk level. The risk indicator needs tolude  concept of risk hotspots. The name of the method is
risk hotspots in the same way as is done in the risyqspot ruled Ranking (HotsRank).

assessment in order to avoid a conceptual mismatch
between what the risk assessment protects andtidat
risk indicator protects. This also involves the penal

and spatial scaling of the risk parameters. A larbat

not very large, scale could be a single field aggion of The basic concept in the approach is to analyze
a pesticide active ingredient (e.g., eco-toxicityrealistic worst case conditions on a relative bass
assessment of a single active ingredient). Whileery ~ described by several risk indicators. If a benchmar
large scale level could be bioaccumulation of anibal ~ condition is defined or estimated, it is possildlelérive

in the food chain in a sea area. Risk assessment pfedictions that can trace the fulfillments of altjees
chemicals analyzes the risk level for risk hotspatsere  for risk minimization.

harmful effects are most likely to take place. As a The purpose of risk assessment is to protect a
example, it is stated in EUs Technical Guidancedefined target that has some value for protectidn.
Document (TGD): ‘For existing substances, thespecific real physically existing target is denotesla
rapporteur should initially make the generic “resdde  Protection Unit (PU). If the target is humans, ttibe
worst-case” exposure assessment based on modeling,number of PUs could be the number of humans to
derive an EU environmental concentration” (Europearprotect, or, if the target is lakes, then the nunddd®Us
commission)*. In this study, the wording “reasonable could be the number of lakes in the geographioah ar
worst-case” and risk hotspots are considered syneny that is covered by the risk assessment activity.,(e.
In more general terms, the risk level in the hats@we EU). The principle of the HotsRank method is to
estimated based on a set of risk parameter vabaeh, identify all, or at least a representative fractiohPUs
assuming to describe central properties on theleigd. and to set up risk indicator values for each ofrthe

A realistic combination of risk parameter valuesitth E.g., the risk assessment could consider the aglvers
jointly yields the highest risk level makes a rstidi  eco-toxicological effects due to application of fiEde
worst-case scenario. Clearly, the worst-case sitenaractive ingredients on the ecosystem close to al,fiel
controls the outcome of the risk assessment anthsa where the pesticide is sprayed. In this case, tbe P
of chemicals, a long ongoing discussion has takaecep could be the eco-systems that are close to agrieult
during nearly the past 20 years between involvedactivity such as ponds, streams or hedge rows faad t
partners (legislation, industry, NGOs) about réialis risk indicators have to describe the “real” corufis of
value setting of risk parameters and about the mosisk level for a representative fraction of thosdds in
important set of parameters. The actual setting fothe whole country or region that is being consideioz
realistic worst-case, thus, reflects a large amaaft protection. A PU-scenario contains all the PUs
expert knowledge, including a comprehensive degfee that are described by the set of risk indicatotss,
consensus. However, existing risk indicators forthus, possible for two PU-scenarios to be differient
chemicals are often based on mean values, dwo ways: (1) Not all the PUs are equivalent, sathis
accumulated value settings, where heterogeneousase, the two scenarios are not protecting the $ddse
conditions reflecting hotspots are leveled out ahds, (2) The two scenarios include the same PUs, butiske
removed from the result. The total production vaduof  indicator values are not necessarily the same lesttie

a chemical is an example of an accumulated valpe ty two scenarios for the same PU. In case (2), The PU-
of risk indicator that is applied as criterion toide  scenarios have the same set of PUs in common agd th
chemical risk assessment according to the TGD. Thare, thus, considered as belonging to the same ofas
total production volume may indicate a likelihoamt 8  PU-scenarios, while in case (1), the differencevben
human or an eco-system to come into contact wih thtwo PU-scenarios is more fundamental and they are n
chemical. However, if the use and/or productionconsidered as belonging to the same class. In (d3se
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the two scenarios are not protecting the same ewhil The HotsRank method aggregates based only on
case (2) the two scenarios are protectingainee. ranking and, thus, not numerical weightings, sirrigk
It is nearly meaningless to compare two scenahiasdo indicator values to predict a ranking between twd P
not protect the same as case (1), as it then wéll bscenarios. Aggregation of information, including
necessary to assign some degree of importanceety ev application of benchmarks, is a well known prineijo
PU. Because of this, the HotsRank method can onlynulti-criteria methods, e.g., discordance-concocdan
rank two PU-scenarios using the assumption that thanalysis; Figuereet al.” presents a comprehensive
two PU-scenarios belong to the same class (indluele description of multi-criteria  methods. Selectinge th
same set of PUs as in case (2)) and all PUs aneness  Principle for multi-criteria analysis is often a tre of
equal valuable to protect. judgment and, thus, opens for discussion, where
Figure 1 shows the principle of the HotsRankdifferent schools of principles argue for their eggh
methodology. Two different PU-scenarios contain theas being superior. The method presented in thebystu
same set of three PUs and they all have valuethéor based on the Partial Order Theory (POT) as
same three risk indicators, as shown by differenfhathematically described e.g. by Davey and Pri€stly
shapes. The values of these, respectively, in PUFiguereet al.”l does not explicitly describe this form of
scenario A and PU-scenario B are illustrated b)muln-cntena analysis, as thg POT is fundameyt_all
different shades of darkness/lightness. The vafoes different from most multi-criteria methods. A brief
the same risk indicators are compared with the PUs description of the multi-criteria methodology bassu
the other PU-scenario. There are no comparison§CT is given in Briiggemann and _V&staS'?a_”Y
between two different risk indicators, as they desc and in general terms, the conventional multi-ciater
different and, thus, incomparable properties. lal re Methods focus on how to aggregate different daiter
cases, the number of PUs will be high, so the nurabe that conflict in their prgd|ctlons. D|fferences .Wetan
comparisons between two PUs for the same indicatdfifferent methods are highly dominated by differenic
will, typically, be very high. A PU that has largsk " the way aggregation of the conflicting mfornmtl _
indicator values for several indicators simultarslpin ~ [@kes place. On the contrary, the focus in POT s,
one PU-scenario will be ranked above many PUsén thPrimarily, to conclgdiglbased on the non-conflicting
other PU-scenario by this principle, which makes th fraction of informatiof®. The strength of using POT

; ; ; ; for identification of risk hotspots is due its atyilto
thod highl ble to th t f rislspots.
method highly sensible to the existence of risicpo handle a larger set of PUs using highly transpandas

of ranking, which makes it possible to describe
variations in risk level ranking and, in a very
transparent way, identify hotspots. The basic idéa
using POT for ranking scenarios was for the finstet
presented by Sgrensetral [*],

Let PU, be the z'th PU out of totally Z PUs. Let
d.” be the value of the m'th risk indicator out ofaiby
M risk indicators for the z'th PU. Two different PU
scenarios must be different with respect to attleas
value for at least one risk indicator and at |lesst PU.
This is shown in Table 1.

The risk indicators need to be ordinal, but there
are no further restrictions on the type. The POiksa
Fig. 1: The principle of the HotRAggmethod where th the PUs in relation to each other, as shown in Ejg.

scenarios A and B are defined by 3 PUs that arbased on the risk indicator values shown in &abl
described by 3 risk indicatoroj¢). Darker or A simple example shows the principle of HotsRank in
lighter fillings illustrate different stages (vak)e the following paragraph. Only three PUs are inctude
and comparisons are only made between théor illustration, but in reality the number of PUs
same types of indicators, e.g., circles are onlynuch higher than shown in Table 2, which incredises

Scenario A Scenario B

compared to circles methodological decision power.
Table 1: The setup of values for risk indicatorsaiibing every PU in relation to every scenario
Protection units Scenario 1 - Scenario s - Scergrio
PU, di'(1)-dn’(1)-du(D) - A (5)-0 (5)-d (5) - d’(S)-Gn (S)-du'(S)
PU, di’(1)-dn’(1) dwzgl) dfgS) dnzgS) di’(s) a’(s) dmgs) degS)
PU; dh*(1)-chn”(1)-chu" (1) - dv*(5)-0n"(S)-dv(S) - d*(S)-dn’(S)-du*(S)
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Table 2: Values used in the example for 3 indict8rPUs and 2  Table 3: Summary of all inter PU rankings betweegnarios A and

scenarios B shown in Fig. 2

Scenario A Scenario B ZA>B ZB>A Conflict Equal Total Dom (A, B) Dom (B, A)
Objects  d1 d2 d3 d1 d2 3 3 2 4 0 9 033 0,22
PU 72 2 22 62 2 63
PU 17 2 54 16 1 15 s ranked above an object belonging to group nursBer
PU; 0.9 2 3.1 6.1 1 1.2

and N; and N; is the number of objects belonging to

respectively group number s1 and s2. In the coraéxt
A ""-,_B Higher risk level ranking scenarios, the number of objects (PUs) are
L equal for all groups so ;N=Ng=Z and the
groups are similar scenarios. The total budgetter
rankings between a PU in one scenario with a PU in
another scenario in the simple example is shown in
Table 3 together with the calculated Dom(,) values.
Lowerrisk level There are 3 PUs and, thus, 9 different compari€8s
The Dom(,) values in Table 3 are both below 0.5

Fig. 2: The Hasse diagram for the indicator valires and this shows that there are so many conflictsthed
Table 2. Where the capital letters A and B referit could be claimed that each scenario dominated th

to scenarios A and B respectively and where thé)ther, in case some of the conflicts were assigoed

numbering refers to the numbering of the PUs.rankth'S scenario above the (_)ther...
Thus Al is the scenario A values of POhe The special case of s1 = s2 yields the number of

rank is only defined for objects that have :g‘nes a PLFJ)L'Jn PU—sc_en?rrl]o fld!s rtankgddabove arPU i
connecting lines between them is?jsgr?;% as.-scenarlo. e Indicator Ordering maltrix

The indicator values in Table 2 are used to make a
partial order, where a ranking is made only in cae | _Dom(sl,s2) Dom(s2,s. @)
no disagreement in the ranking among the risk **** Dom(sls2} Dom(s2,s
indicators. In this partial order, R@or PU-scenario B
(B1) is ranked above RUin PU-scenario A (A2) The |; value is in the interval between -1 and 1 and
because the indicators d1, d2 and d3 all predist th |, ;>0 indicates that PU-scenario sl is ranked above s2
ranking between them {d 7.2>1.6; & 2>1; d: and reverse fors<0. In this way, the | matrix
2.2>1.5). Thus, there are no disagreements beti@en describes the pair wise ranking between each fair o
indicator values for the ranking B1>A2. The HassepU-scenarios, but a final consistent ranking ofrgve
Diagram (HD), shown in Fig. 2, displays all the pU-scenario in relation to all the other PU-scersmis
rankings between PUs, where there is no disagretemepnly possible to derive if the rankings, as defibgydhe
among the indicators. | matrix, are transitive, as explained in the resction.

It is now a simple task to count the number ofThis is not, necessarily, true and a partially cedeset
ranked pairs in the HD, where a PU in one PU-seenar (POset) for the set of PU-scenarios denoted PS is
is ranked above a PU in another PU-scenario. Thdtre defined using the following statement:
is: Scenarios A>B occurs 3 times and B>Acurs
2 times. So, based on a simple ‘voting algorittas,  statement of transitivity: The pair s1, s2 is an order
visualized in the HD, this analysis indicates thatrg|ation in PS if and only if:
scenario A, in general, tends to have higher rignt
scenario B. A principle of making such rankingS|slvsz>0A ls1.<0A I, <0 foralls = 1..S (3)
between different groups in a HD is presented by
Restrepoet al.'” as the dominance degree method  The reasoning behind this statement is that all
based on the equation: rakings of PU-scenarios need to be consistenthéf t

PU-scenario s2 is ranked below PU-scenario sl
(1) (Is1,s20) and the PU-scenario sl is ranked below PU-
scenario s h £0), then it must be true that PU-scenario
s2 is ranked below the PU-scenarioss £0) in order to
where the sum is the number of times a rank exists obey consistency. Another way to apply the | matigx
the HD, where an object belonging to group nundlder to define a PU-scenario as a reference (target)asice
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and then rank all the PU-scenarios in relationhis,t scenarios s1 and s2, while AG<1 shows a negative

where all scenarios are characterized using thattixn  correlation between the indicators. Thus, AG1

by the values in relation to this specific scenaflibe indicates that the risk indicator values are chesteand

calculation of the | matrix only includes pairs BUs there will tend to be formed risk hotspots, whevens

that can be ordered in the partial ordering byPUs are much more likely to be at risk compared to

concordant rankings; i.e., the | matrix excludesothers. Contrary, in case of AGx1, the risk

discordant rankings between the single indicattwes& indicators tend to level out the difference in riskels

It is, however, important to quantify the fractiohPU  between the PUs and the problem of risk hotspas ar

pairs where such conflicting rankings exist. A stled  more limited.

Ranked Fraction matrix (RF) is defined in this stdor For two PUs (PYand PU), two PU-scenarios (1

the purpose of quantifying the degree of discordanc  and 2) and two risk indicators,{@), d.'(1) and d'(2),
d,'(2) respectively), nine possible stages of ranking

RE,,,= Dom(sl,s2y Dom(s2,s (4) exist:

) ) ) 1 > 1 1 1 N
The element Ris; is equal to the ratio between ; %183 < 3118323;183 Z Etlgg N 28228;322:

the number of concordant rankings between th 1 1 1 1 o di
scenarios s1 and s2 and the total maximum number %f dllgg Z 3118323;183 i Etlgg g::ggiggg:

different comparisons between two PUs and twog Gl = d1(2) A dX(1) > dY(2) weak discordant
scenarios (3. . . 6. dil(1) = d(2) A dX(1) < d(2) — weak discordant
Both positive and negative correlation can take, G > dl(2) A Y1) = dY(2) weak discordant

place between the risk indicator values and thié wi o dl(1) < d1(2) A Y1) = dY(2) weak discordant
concordant

rule the existence or non existence of risk hottspo 14y — 41 14y — 41
Such correlation is described by a characterigtiaré 9 di(l)=d () A (1) =4 (2)

in this study called the Aggregated Correlation rirat _ L L
AC and defined as: A pair of risk indicators can be analyzed in rielat

to how they rank two PU-scenarios by counting the
.- number of events for each of the listed stages aebiov
ACSMZ(Dom(sl,sZ}M_E)om(sz,s)lm z is a matter of judgment how to interpret the weak
' ()" 2 discordant pairs, this depends on the conditions
described by the indicators. In this study, onle th
concordant and discordant rankings are includetthén

Ll

e followi lati lysi ing the Kendal T
2 The total number of dife . tybe correlatol from where the correlation Mmatric
z = The total number of different PU pairs YP€ C :
including a PU from each scenario and the'S d€fined as:
relation
c-D

(+)"" = Applied to expresses the probability for a1, =

concordant ranking (having no conflicts) of a
single pair of PUs under the assumption of
non-correlated indicators

C+D ©

where, C and D, respectively, are the number of
concordant and discordant rankings between two PUs
The denominator calculates the number 0ffor the indicators;land |. Rank correlation and partial

concordant rankings of PU pairs between the twoqrdgr is_ further descri_bed by. -Sefren%ral.[_”]. If two
scenarios. The denominator estimates the number (5'|§k indicators show high positive corrglatlon,nhbey
concordant rankings between PU pairs in case 0\f\nll tend to reproduce each other in the rankings

uncorrelated indicator values. The equation is iteewr ~ PEWeen scenarios and there will not be a dramatic
' change in results if one of them is removed. So the

to: o . - . .
individual importance of an indicator is low if sua
_ o correlation exists in relation to, at least, ondeot
ACq,,= (Dom(sLs2y Dom(s2,sli ) (3)  indicator, while an indicator that has low corriatto

all the other indicators will tend to have highlirgihce
ACq 1 shows a positive aggregated correlationon the scenario ranking. If the aggregated coioglat
between the different risk indicators for two PU- matrix shows that there is a low number of concotrda
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rankings between PUs, then thematrix can identify 2 AR,
the indicator/s that is/are the major reason fg. tBub L& ,Z:;‘Toxm,-
sets of risk indicators, that together make ristspots, ~ dn = 2 e (7)

can be identified using this correlation matrix.

RESULTS Where:
d.> = The m'th risk indicator that describes the
The results gained by using the HotsRank method condition of the z'th PU

are illustrated by the following. This consideramiing A = The area of the grid (£6r%) and a is index for
and evaluation of strategies for risk reductionttie the a'th mt
area of ecotoxicological effects due to pesticidage x,, = The closest distance to the boundary to a
in agriculture. This research includes a total afe18 terrestrial habitat outside the agricultural field,
different risk indicators, three of which are sédgicfor e.g., a hedge row or an edge of a wood for the
illustration in this example, representative of the a’th nf in the z'th PU
geographical area of Denmark. The three selectedR;, = The mean application rate during one year
indicators describe adverse effects on the teragstr (kg/(mf-year)) for pesticide active ingredient |
eco-system close to the agricultural field. In ademce onthe athm
with approved pesticide laboratory testing procedur Toxn; = The toxicity in terms of the standard tested
the selected PU are bees;)(d other terrestrial lethal concentration (L&) killing 50% of the
invertebrates (g and plants (g. The position of the population for the organism m’'th specie type
agricultural fields is estimated using GIS and coret and the j'th pesticide active ingredient
with information about the position of a series of _ .
relevant terrestrial habitats. The exposure tchétgitats This equation describes a toxic “pressure”, data

is assumed only to be a result of spray drift and tbeing organized in such a manner that a higherevalu

follow a Ganzelmeier type of relatidfl. The indicators indicates increased t(_)xic_presétﬁle ) _
are calculated for every 1 l%mgrid that contains Th_ree different risk |n_d|cators are_lncluded ire th
agricultural fields and the total set for Denmarkf'm"’llys'S based on three different specie typesiasrs

includes 41.400 such grids, each of which is carseid " Table 4. . . . .
to be a single PU ha?/ing three indicator valuese Th Three risk reduction strategies are defined aed us

) . . to simulate PU-scenarios for the pesticide appboat
arglljmgntlfqr Eavmg every f"”}?'e %'t*?“?dpus IS t.r&;trt?;a at field scale. The 2007 use scenario and the tliske
ecologica rlsl"k a.;s?jssmen 0 ges 'C'de conS|d ha eruction strategies are shown in Table 6.
ecosystems like hedgerows and meadows and the scalé 1,5 py.scenarios are ranked using all 41400 PUs

Of. the.m_|s chal of few hundred meters, so 1 kmigri (1 kn? grids). HotsRank counts the number of cases
will mimic this scale. A more detailed descr.|pt|ohthe where a PU from scenario 1 is ranked above/below a
pretreatment of data behind _and calculation oflall PU from the scenario 2 and this ranking is done for
risk mdu_:ators will _be given in a future paper end each indicator separately and for the all threécatdrs
preparation by the first a_luthor. , ) simultaneously as a partial order. In this case th
The purpose of this example is to illustrate then,mner of discordant rankings are also countedrenie
application of HotsRank to analyze strategies t@t |gast one indicator predicts a rank that contraditfeast
limit the risk of adverse effects on the terrestria gne other indicator. The results are shown in Table
habitats close to agricultural fields. The analylis \here all 6 combinations of ranking scenarios 1 2nd
based on pesticide application that took placendutie  are listed in rows. The first column from the Isftows
year 2007. Different means for risk reductions arelds for the possible ranking combinations as refio
tested based on the usage during this year. Tharmtmo in the following discussion. The next two columnsf
of active ingredients in pesticides used in agtizel the left show the scenarios selected from Tablhab t
during year 2007 are distributed on 8 crop typeésgus are assigned to PU-scenarios 1 and 2, ctegely.
expert knowledge and national use and sale statigt _ _ .
reported by the Danish EPA. The area of each crop T2 4 t;ersr]t‘iangse:p?)]cli:(;giﬁn:argh%irglgﬁfditch;:)fre usdthe toxicity
type is calculated for each grid using the G'em:"r"li?isk indicator Organism used for toxicity testing

Agriculture Register from the Ministry of Food and g Bees
Agriculture in Denmark. The following equation isad  d; Arthropods
to calculate the risk indicators for each grid: ds Plants
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Table 5: Description of the 4 scenarios that asdyaed by the indicators

Scenario Description

Use 2007 The condition of application and the agtice structure for year 2007

Substitution Substitution of replaceable and moxéctactive ingredients with lesser toxic ones. ¢¢sand agriculture structure
like the condition for 2007

10 m zone Assuming a 10 m unsprayed zone aloraggdtulture field edges

Red Insect Reduced application of insecticides

Table 6: Ranking of the 4 scenarios defined in @&bl

Partial Order ranking using all indicators S@igdicator ranking

Above Under shs2 Correlationt;

Scenariol  Scenario 1
Id Scenario 1 Scenario 2 ((R)x10° (Fss)x10°  Conflictsx10® 162 d d, ds dy-dy dy-ds do-ds
1 Use 2007 Substitution 175 429 1112 0.42 0.80 6-04-0.01 -0.26 0.19 0.47
2 Use 2007 10 mzone 423 876 417 0.35 0.28 0.20 9 0.30.64 0.78 0.62
3 Use 2007 Red Insect 338 824 554 0.42 0.39 0.55 .00-0 0.74 0.54 0.42
4 Substitution 10 mzone 298 236 1182 -0.12 -0.72 600 0.36 -0.33 -0.08 0.66
5 Substitution Redinsect 187 269 1261 0.18 -0.68 .780 0.47 0.30 0.23 -0.47
6 10 m zone Red insect 472 538 707 -0.35 0.16 0.380.35 0.65 0.45 0.25

The next three columns show the results of counting Higherrisk level
rankings and conflicts for the partial order, whaite
three indicators are used simultaneously. The next
column shows the | value (Eq. 2) for the partialesr
including all three indicators. The next three cohs
show the ranking result for every single indicator
separately in form of | values, where only one ¢atibr

is used subsequently. The last three columns shew t
correlation results as values (Eq. 6) between the

Lowerrisk level

it

indicators.

Obviously, the PU-scenario “Use 2007” has theFig. 3: Ranking of the strategies together with the
highest risk of adverse effects compared to allother actual pesticide usage in 2007 using the | values
PU-scenarios, because they all are designed tothi shown in Table 6

risk of adverse effects. This is shown in Tables a

negative | values every time the PU-scenario “Use  The Ids 4-6 in Table 6 rank the PU-scenarios
2007" is assigned to be PU-scenario 1 in the aimlys reflecting the alternative risk reduction strategie
and when all indicators are used in the partialeord ygjation to each other. Such a ranking is meanirigfu
(column #7). However, the three strategies behavgger to find the best strategy to use in futuriiviies
differently when they are ranked in relation to thise ¢, jimitation of adverse effects on terrestrialoec
2007" PU-scenario. For Id 1, ther.e are many cdtsfhp systems close to agricultural fields. However, filet
(1112-16) and the reason for this is seen by consultlnqhat the PU-scenario “Substitution” is creating man
the ranking of Ehe sin_gle_ indicators, V\_/hergimie_dicts conflicting rankings due to negative -correlation
CSSS)S ti:]arlg;(irassltjbtztligtxﬁ“g zciesnacrllgsze) tgm;ﬁrl] g betwggr_l the indicators, may violate the statemént o
transitivity. In Table 6, the Id 4 shows that

neutral by having a value close to 0. The correfati o2 .
y y naving a vau ! (Substitution) < (10 m zone), where the notation of

results for Id 1 confirm the discrepancy betweea th > . ;
ranking of d and d respectively, with the negative (higher risk level) < (lower risk level) is us_em the
correlation. This shows that only the bee toxiggy Same way, the 1d 5 shows that (Substitution) > (Red

improved (d), while the arthropod toxicity @ is insect) gnd Id 6 shows (10 m zone) > (Red inséat).
increasing as a result of the substitution. TheShort, this means A<B, A>& B> C and the set of
substitution should be reconsidered for improvementthe three reduction strategies is, thus, ttavesilt
in order to avoid the observed increase in arthdopois, therefore, possible to estimate a complete mink
toxicity. For the Ids 2 and 3 in Table 6, there ss the alternative scenarios as shown in Fig. 3. The
conflicts compared to Id 1 and this is also conficdhby ~ result is useful in order to decide the best risk
the positive correlation between all the threedatbrs  reduction strategy for best possible limitation of
in these cases. adverse effects.
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DISCUSSION depend on additional assumptions about the impogtan
and weighing of each indicator in relation to eatfer
This study suggests a method that supports riskn order to solve the conflicting rankings. So, the
reduction strategies using risk indicators. Thek ris concordantly ranked PU pairs are more certainlkedn
indicators are integrated to support the risk @asseat than the discordantly ranked PU pairs. The argument
concept based on worst case or risk hotspot asalysi behind the HotsRank method is that the most certain
is obvious that the validity of the sets of risklitators  discordant rankings delivers a decision regardimg t
is critical and they have to be carefully evaluatefbre =~ PU-scenario ranking without being “polluted” by reor
being applied in any model that uses them as iffhg. uncertain discordant rankings of PUs. Furthermore,
name given to the method is HotsRank from the wish assuming that the indicators are valid predictdrthe
reflect the governing principle of using risk indfors  relative risk, the discordant rankings identify $pmits
to focus on risk hotspots. of risk with the highest power of certainty; i.eheve
A Protection Unit (PU) is defined as a real erigti  several indicators simultaneously agree about tha$
target that is protected by regulatory approvaksads. being associated to highest risk level. The drawhmc
The definition of PU is general, in the way that al this approach is that only a fraction of all poiaint
activities of risk assessment aim to protect soingth rankings between two PUs are included and this
that is real, so some kind of PUs will always exigte induces uncertainty about the ranking of the PU-
hotspot of risk is estimated by setting up riskiéatbr ~ scenarios. But this uncertainty, due to the disaoce
values for each single PU without any aggregatibn obetween the risk indicators, can be mapped and
risk indicator values. In this way the multi-crieer evaluated, as shown in the example about pestitske
methodology HotsRank attempts to avoid hidingThis evaluation of discordant rankings is a valeabl
extreme risk indicator value combinations reflegtin property of the HotsRank method, as it may form the
risk  hotspots.  Furthermore, evaluation andbasis for elucidation of underlying factors govemi
interpretation of the ranking results can be pent  the conflicting rankings for some scenarios andfbr
with direct reference to the input risk indicatalwes  units.
and, in this way, the methodology has a high degfee
transparency. A major condition for the HotsRank CONCLUSION
method is that it is possible to make a represieetat
description using a set of different risk indicatdor
every PU or for a representative fraction of th&rnis
includes simultaneously handling of multiple risk
indicators and investigation of discordant (coriftig)

Definition and application of Protection Units (PU
is a good basis in the development of risk indicato
where each PU is described by a set of indicatwat t
) : : . can rank the risk level. This yields a multi criber
|r.1for|mat.|03. alt)out ﬂ]ﬁh reliaut\t/e ”.Sk IevetI br(]et\{veefret dproblem that needs to be handled. In order to dotlie
singie indicators. € latter 15 a technical and,,spank method is a valuable method, where the

mathematical challenge for any method, where th%oncept of avoiding risk hotspots is used. HotsRiank

_H?tsRaPk tr;:e:hod gocus;ahs %nf thethfract;ogk .Ofuseful both as stand alone analysis and in margscas
information that can be gathered irom ine se M first step assessment tool, where other and more

indicators without doing any aggregation of differe complex, multi-criterion methods are applied todfin

g\dlcator values. This is done by counting th_e ragk rankings between the discordant ranked pairs of RUs
etween two PUs, Where_ th_ere_ IS no dlscordanc?his case, the HotsRank can analyze the concordant
(conflict) within the sets of risk |nd|c§\tors ?bd‘ﬂw to rankings (higher quality of information) to evaleand
rank the two PUs. An argument against this appragch guide the handling of discordant rankings (lower

to claim that information is ignored when all the) P quality of information) by the more complex multi-
pairs that have conflicting rankings between thek ri criterion method

indicators are disregarded. It is important to melear
that there are two “classes” of rankings betweea tw
PUs: (1) Concordant rankings, where the risk intica
agree; (2) Discordant rankings, where the risk
indicators disagree. The result of the concordanif. European Commission, 2003. Technical Guidance

ranking is certain because all risk indicators ptirthe Document (TGD) Part I. European Communities.
same rank of the two PUs. But the result of the  http://ecb.jrc.ec.europa.eu/documents/TECHNICA

discordant rankings is more uncertain becausehis t L_GUIDANCE_DOCUMENT/EDITION_2/tgdpar
case, a decision about a rank of the two PUs will t1_2ed.pdf
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