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Abstract: Generally, software engineers are poorly trained to elicit, analyze and specify security 
requirements, often confusing them with the architectural security mechanisms that are traditionally 
used to fulfill them. One of the most ignored parts of a security-enhanced software development 
lifecycle is the security requirements engineering process. Security should begin at the requirements 
level and must cover both overt functional security and emergent characteristics. A critical review of 
literature on the attempts in this regard reveals that there is no standard framework or model available 
for delivering secured software requirement specification. This study presents a framework for the 
security requirement specification called Secured Requirement Specification Framework (SRSF), 
which is prescriptive in nature. 
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INTRODUCTION 
 
 Security is important in all aspects of life and the 
increasing pervasiveness and capability of information 
technology makes IT infrastructure security 
increasingly so[1]. The continual and increasing 
publicity given to failures of IT security demonstrate 
the importance of developing and assuring software to 
appropriate levels of security. The problem with most 
software today is that it contains numerous flaws and 
errors that are often located and exploited by attackers 
to compromise the software’s security and other 
required properties. An article by C. Mann ‘Why is 
Software So Bad’, concludes that bad habits and 
inadequate software life cycle processes have led to the 
development of poor software[2]. No doubt, there is 
advancement in the software engineering process and 
tools, but the literature survey reveals that the progress 
in improving the quality of software is still lagging[3]. 
This assessment can be made with respect to security 
by answering the question why is software so insecure 
and vulnerable?  
 Secure software is software that is able to resist 
most attacks, tolerate the majority of attacks it cannot 
resist and recover quickly with a minimum of damage 
from the very few attacks it cannot tolerate. Secure 
software cannot be intentionally subverted or forced to 
fail. It remains dependable in spite of intentional efforts 
to compromise that dependability[4]. Software security 
matters because so many critical functions have come 

to be completely dependent on software. This makes 
software a very high-value target for attackers, whose 
motives may be malicious, criminal, adversarial, or 
terrorist. What makes it so easy for attackers to target 
software is the virtually guaranteed presence of 
vulnerabilities, which can be exploited to violate one or 
more of the software’s security properties, or to force 
the software into an insecure state[4]. Most of the 
successful attacks on software result from successful 
targeting and exploitation of known but non-patched 
vulnerabilities or unintentional misconfiguration[4].  
 Development of high assurance security software 
requires knowledge and techniques not commonly 
taught to or practiced by most software developers. The 
lack of rigor and discipline in the software development 
process, driven by the focus on short time-to-market, 
performance and functionality, has produced rampant 
security vulnerabilities that gravely affect a large range 
of computing environments, from small deeply 
embedded safety applications to large enterprise 
software platforms[6].  
 In the traditional software development lifecycle 
(SDLC), security is often an afterthought and security 
estimation and prediction efforts are delayed until after 
the software has been developed. Vulnerabilities are an 
emergent property of software which appears 
throughout the development phases. Therefore, it is 
highly desirable to adopt a ‘before, during and after’ 
approach of software security to software development 
process[7]. A life cycle process that includes security 
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assurance is needed for improving the overall security 
of software[3]. 
 Requirements engineering is critical to the success 
of any major development project. Several efforts have 
been made to prove that requirements engineering 
defects cost 10 to 200 times as much to correct once 
fielded than if they were detected during requirements 
development[4]. It is also proven by the researchers and 
industry personals that reworking requirements defects 
on most software development projects costs 40 to 50% 
of total project effort and the percent age of defects 
originating during requirements engineering is 
estimated at more than 50%. The total percent age of 
project budget due to requirements defects is 25 to 
40%[4]. The need to consider security from the ground 
up is a fundamental tenet of secure software 
development. While many development projects 
produce next versions that build on previous releases, 
the requirements phase offers the best opportunity to 
build secure software. Therefore, it is highly desirable 
to define security requirements during software 
requirement specification.  
 

SECURITY DEVELOPMENT LIFE CYCLE 
 
 Applications developed with security in mind are 
safer than those where security is an afterthought[9]. 
Researchers and practitioners working in the area of 
Software Security Engineering have focused on using 
so-called best practices in the software lifecycle. These 
are the security-enhanced software development 
methodology which provides an integrated framework, 
or in some instances, phase-by-phase guidance for 
promoting security-enhanced development of software 
throughout the life cycle phases.  
 Secure software development is the term largely 
associated with the process of producing reliable, 
stable, bug and vulnerability free software. There are a 
number of ways that this can be undertaken within 
traditional application development, but the most 
common procedures involve phased security 
assessments and reviews that encompass knowledge 
share; design and implementation assessment and 
regular security health checks. There are several 
reasons why organizations choose to follow a secure 
software development program including the 
followings[27]: 
 
• Mitigating of the risk of a serious application flaw 

exposing the organization or its data 
• Providing a better quality in the completed product 

or service, thereby reducing any risk of liability or 
negative publicity 

• Reducing IT security costs after implementation 
and ultimately provides a better return on IT 
security investment 

• Improving maintenance time by reducing the effort 
needed to fix bugs after delivery 

• Improving productivity and allocating resource. 
Less development work is required to engineer 
solutions to problems identified early. Their root 
causes may be determined, resolved and adapted to 
prevent reoccurrence 

• Shortening delivery times by reducing the time 
spent in the integration and system test/debug 
phases 

• Therefore, a Secure Development Process should 
be integrated with all phases of the software 
development lifecycle. It ensures that security is a 
consideration at all stages of software development 
lifecycle, from requirement analysis through design 
and implementation to deployment in production 
environments 

• Application security and insecurity, is a rapidly 
evolving area. In order to successfully integrate 
security to the development process a 
comprehensive understanding of the potential 
issues and failures is required, together with 
intrinsic knowledge of the existing development 
processes 

• Literature survey reveals that much work has been 
done in developing such a methodology[14-21]. 
Following section describes security enhanced 
software development methodologies proposed by 
various researchers and practitioners 

 
Microsoft’s framework (SDL): Microsoft developed a 
trustworthy computing Security Development Life 
Cycle (SDL) in 2002 during its security pushes. The 
framework encompasses the addition of a series of 
security-focused activities and deliverables to each of 
the phases of Microsoft's software development 
process. The entire product team focuses on updating 
the product’s threat models, performing code reviews 
and security testing and revising documentation. The 
major objective of the proposed framework was to 
confibbrm the validity of the product’s security 
architecture documentation through a focused, intensive 
effort, uncovering any deviation of the product from 
that architecture and identify and remediate any 
residual security vulnerabilities. The framework 
comprises activities that would normally be distributed 
across multiple SDLC phases into a single relatively 
short time period. 
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Oracle’s framework (OSSA): Like Microsoft, Oracle 
Corporation has made an extensive effort in developing 
a framework for secured software development. 
Oracle’s product development and maintenance process 
includes a comprehensive set of security assurance 
mechanisms and processes. The goals of these 
processes are to improve the strength of security 
mechanisms and reduce the likelihood of security flaws 
in products. Collectively these assurance mechanisms 
and processes are known as Oracle Software Security 
Assurance (OSSA). 
 
Comprehensive, Lightweight Application Security 
Process (CLASP): John Viega, chief security architect 
and vice president of McAfee, Inc, made an effort in 
developing a framework for secured software 
development in 2004[14]. He developed a 
Comprehensive, Lightweight Application Security 
Process (CLASP) to insert security methodologies into 
each phase of software development life cycle. CLASP 
provides a well-organized and structured approach to 
moving security concerns into the early stages of 
software development life cycle, whenever possible. 
CLASP consists a set of 30 process pieces that can be 
integrated into any software development process. It 
takes a prescriptive approach and documents activities 
that organization should be doing and finally provides 
an extensive wealth of security resource that make 
implementing those activities reasonable.  
 
Gary McGraw’s approach: Gary McGraw describes 
Seven Touch points for Software Security in his book 
Software Security: Building Security In[22]. This is 
nothing but a lightweight best practice to be applied to 
various software development artifacts. This set of 
software security best practices referred to as touch 
points. Putting software security into practice requires 
making some changes to the way organizations build 
software. These security best practices have their basis 
in good software engineering and involve explicitly 
pondering the security situation throughout the software 
life cycle. 
 
TSP-secure: The SEI’s Team Software Process (TSP) 
provides a framework, a set of processes and 
disciplined methods for applying software engineering 
principles at the team and individual level[23]. TSP for 
Secure Software Development (TSP-Secure) extends 
the TSP to focus more directly on the security of 
software applications. The TSP-Secure framework is a 
joint effort of the SEI’s TSP initiative and CERT 
program. The principal goal of this framework is to 
develop a TSP- based method that can predictably 
produce secure software. 

Secure Software Development Model (SSDM): It has 
been observed that producing secure software requires 
integrating Software Engineering (SE) process with 
Security Engineering[17]. Simon Adesina Sodiya, a 
researcher at the Nigerian University of Agriculture 
developed a Secure Software Development Model 
(SSDM), which integrates security engineering with 
software engineering so as to ensure effective 
production of secure software products[2,12]. SSDM is a 
unified model that combines some existing software 
security techniques. It is structured towards developing 
secure software. The model shows clearly how software 
development should be linked to security engineering in 
order to come up with the secured software. 
 
AEGIS: Developing a secure software system is a 
complex and time-consuming process that seeks to 
accommodate frequently competing factors, such as 
functionality, scalability, simplicity, time-to-market, 
etc. Appropriate and Effective Guidance for 
Information Security (AEGIS) is a software 
development process to develop secure and usable 
software system. AEGIS is formulated to be a 
lightweight process that can fit into any software 
development process. It was integrated into an 
incremental development process[16].  
 
Rational unified process-secure: The Rational Unified 
Process (RUP) is one of the most popular and complete 
process models being used by developers in recent 
years. Most of the guidelines and activities in this 
process model is based on software engineering related 
standards that have been proposed by ISO and IEEE. 
This process model is extended to be used in 
developing secure software systems by researchers at 
Amirkabir University of Technology (Tehran 
Polytechnic)[24,25] and named as RUPSec. Requirement 
Discipline of RUP is extended to improve RUP for 
developing secure software systems. These extensions 
are adding and integrating a number of Activities, Roles 
and Artifacts to RUP in order to capture, document and 
model threats and security requirements of system[24].  
 Clear and stepwise activities are introduced to 
developers to assure that security requirements are 
captured and modeled. These models are used in 
design, implementation and test activities[24]. The major 
objective of the RUPSec is to define a software process 
model in which security requirements are considered in 
all development phases of a computer-based system: 
business modeling, requirements, analysis and design, 
implementation and testing. 
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Table 1: Activities to be carried out for Securing the Requirement Phase 
Microsoft SDL Oracle Secure Software Assurance CLASP McGraw’s 7 Touch points TSP-Secure 
Review, recommend and  Ensure developers are security aware; Specify operational Develop security requirement Design security  
ensures for security team plans; Ensure security standards exist  environment Perform  specification  Build  specifications  
Identifies critical objectives; and documented; Ensure security  security analysis of  abuse cases Identify assets  
Identify security feature  tools and libraries are available. requirements Detail   Develop use  
requirements; Conduct risk   misuse cases  cases and abuse  
analysis of requirements    cases 
  
Security extension to MBASE: Model-Based 
Architecting and Software Engineering (MBASE) is a 
set of guidelines that describe software engineering 
techniques for the creation and integration of 
development models for a software project. The models 
to be integrated extend beyond Product (development) 
models such as object oriented analysis and design 
models and traditional requirements models, to include 
Process models such as lifecycle and risk models, 
Property models such as cost and schedule and most 
notably success models such as business-case analysis 
and stakeholder win-win. MBASE was originally 
introduced by the University of Southern California’s 
(USC) Centre for Software Engineering in 1999. 
MBASE is comprehensive and risk driven approach, 
which combines various models and demonstrate their 
capabilities and feasibility, but so far lacks specific 
guidelines for developing a secure system 
 
Secure software engineering: Secure software 
engineering (S2e), a process-oriented approach to 
software development, improves secure software and 
reduces attack surfaces and vulnerability entry points. 
In secure software engineering a predictable, 
manageable process replaces ad-hoc penetrate and 
patch methodologies[25,26]. Its techniques are tailored to 
each project are phased in gradually. Therefore, 
provision is there to adopt all or parts of the secure 
software engineering approach, depending on its 
needs[26]. The basic objective of S2e is to significantly 
reduce the number of vulnerabilities in the software that 
results. S2e is also intended to benchmark using a 
CMM such as ISO/IEC 21827 SSE-CMM[25]. Secure 
software engineering dramatically improves software 
quality by respecting security aspects and reduces post-
release maintenance and service costs. It is built upon 
security and antisecurity experts’ knowledge 
 

SECURITY AT SOFTWARE REQUIREMENT 
SPECIFICATION 

 
 Developing secure software is a complex and time-
consuming process that seeks to accommodate 
frequently competing factors including functionality, 
scalability, simplicity, time-to-market, etc. Software 

engineering research has recently focused on improving 
the modeling abilities in terms of non-functional 
requirements such as stability[10], performance[11], fault 
tolerance[12] and security[13]. 
 One of the most ignored parts of a security-
enhanced software development lifecycle is the security 
requirements engineering process. Unfortunately, 
security is assumed to be a technical issue and therefore 
best handled during architecture and design or, better 
still, during implementation. Since software 
requirements are often written by non-technical 
business analysts, this is a common conclusion[8]. 
Software that does not have its requirements elicited, 
enumerated and well-documented will most likely is of 
low quality. It is important to have a clear idea of 
secured requirements to build a good threat model. An 
extensive literature survey reveals that a lot of work has 
already been done on how to effectively elicit, validate 
and document software requirements, which may be 
extended to include security at requirement 
specification[8].  
 Security should begin at the requirements level and 
must cover both overt functional security and emergent 
characteristics. One way to cover the emergent security 
space is to build abuse cases. Similar to use cases, 
abuse cases describe a system’s behavior under attack, 
providing explicit coverage of what should be 
protected, from whom and for how long. Table 1 
describes the activities proposed by various researchers 
and practitioners in the requirement phase of the 
software development life cycle to come up with the 
secured requirement. 
 

THE FRAMEWORK 
 
 Literature survey reveals that security mechanism 
should be implemented at the user interface level as 
well as at the application-under-development level. At 
the user interface level security mechanism started with 
an analysis of user’s security requirements. In order to 
accomplish the goal of the theme on security at 
requirement phase, following objectives are set forth:  
 
• To ensure that users and client applications are 

identified and identities are properly verified 
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• To ensure that users and client applications can 
only access data and services for which they have 
been properly authorized 

• To detect intrusion attempts by unauthorized users 
and client applications 

• To ensure that the unauthorized malicious 
programs (e.g., viruses) do not infect the 
application or component. 

• To ensure that communications and data are not 
intentionally corrupted 

• To ensure that parties to interactions with the 
application or component cannot later repudiate 
those interactions. 

• To ensure that confidential communications and 
data are kept private 

• To enable security personnel to audit the status and 
usage of the security mechanisms 

• To ensure that applications and centers survive 
attack, possibly in degraded mode 

• To ensure that centers and their components and 
personnel are protected against destruction, 
damage, theft, or surreptitious replacement (e.g., 
due to vandalism, sabotage, or terrorism) 

• To ensure that system maintenance does not 
unintentionally disrupt the security mechanisms of 
the application, component, or center 

 
 Taking into account the objectives discussed above 
a roadmap or framework for developing secured 
software specification, an integrated and prescriptive 
framework SRSF is hereby proposed. SRSF has been 
attempted to be highly implementable and prescriptive 
in nature. It has been structured into a hierarchical 
description including premises, generic guidelines and 
secured requirement specification process to be 
followed in order as follows. 
 
Premises: The following premises have been 
considered when the proposed framework is being used 
to develop a secured software requirement 
specification: 
 
• There is no universally agreed-upon definition for 

each of high-level security requirement attributes 
• The set of security attributes used in the 

development of the framework has been defined 
operationally in the context 

• A common set of features for the desired 
requirement specification may be used to form the 
basis for its development 

• The recourse optimization in SDLC depends on the 
early use of procedure for requirement 

specification and uncovering of vulnerabilities as 
far as possible 

• The approach to risk estimate should be more 
applicable to identifying low security software than 
the highly secured code  

 
Generic guidelines: The guidelines before following 
the process to develop the secured software 
specification may be listed as follows: 
 
• Assure compliance/ adherence to collect a 

generally-accepted set of characteristics that good 
requirements possess  

• Identify and persist with all the security-specific 
issues involved in requirements engineering  

• Identify policies and standards as a source of 
software security requirement 

• Assure to control somehow all the extraneous and 
intervening factors that may affect the outcome 
based prediction 

 
Requirement specification development process: The 
development process of the security requirement is 
comprised of five phases together with prescriptive 
steps for each and has been depicted pictorially in 
SRSF, Fig. 1. Such a framework has been proposed on  
 

 
 
Fig. 1: Secured Requirement Specification Framework 

(SRSF) 
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the basis of integral and basic components for designing 
secured requirement specification. The first phase starts 
with the identifying functional and non-functional 
requirements. Identifying security goals for the desired 
specification is treated as an important task and has 
been putforth as a second phase, followed by the phases 
termed as perform security analysis of requirement, 
validation and testing, review and revision and 
packaging. An attempt has been made to symbolically 
represent the spirit of developing the secured 
requirement specification make the framework 
prescriptive in nature followed by a brief description of 
each o f the phases comprising the depicted steps in the 
special reference to development of the same.  
 
Identify functional and non-functional requirement: 
One of the foremost tasks of this comprehensive 
problem-solving activity is to identify the functional 
and non-functional requirements. This phase will elicit 
the application goals and quality goals. System context 
will be designed. Revision of the identified functional 
and non-functional requirement will be based on the 
review of the same. Importance of this phase lies in the 
fact it serves as the basis for evolving initial set of 
specifications to subsequent phases of development. 
 
Identify security goals: There are five general steps 
required to identify the security goals including 
identification of security specification issues, 
identification of the assets, development of asset 
compromise cases, identification of the security 
objectives and validation of security goals against 
assets, threats and application goals. The result is a set 
of security goals, which are validated by ensuring that 
the business goals remain satisfied.  
 
Perform security analysis of requirement: Before 
performing a security analysis, one must understand 
what is to be built. This task should involve reviewing 
all existing high-level system documentation. If other 
documentation such as user manuals and architectural 
documentation exists, it is advisable to review that 
material as well. This phase comprises of the sub 
activities including identification of security 
requirements, ensuring developers security awareness, 
identification of global security policy, conducting risk 
analysis of requirement.  
 
Validate and test: Common wisdom, intuition, 
speculation and proof of concepts may not be reliable 
sources of credible knowledge, hence it is necessary to 
place the specified requirement under testing. Testing is 
one of the best empirical research strategies, performed 

through quantitative analysis of experimental data on 
implementation. Testing is crucial for the success of 
any software measurement project. This phase 
comprises of assuring theoretical basis, performing 
expert review and examination observation, designing 
viable experiment, performing pre-tryout and tryout and 
analyzing the result and finalizing the specification.  
  
Review and revision: This phase is informal and has 
been placed as the fifth phase with free-to-enter at any 
of the earlier phases. Basic idea of such a prescription is 
to have adequate enough exposure and then turn back 
for better review, in the light of all the previous phases. 
However, informal reviews and revisions may be 
carried out at any of the stages in the requirement 
specification development process. 
 
Packaging: This phase is the last and conclusive phase 
of the specification development process. During this 
phase the developed requirement specification is 
prepared with the needed accessories to become a 
ready-to-use product, like any other usable product. 
 

VALIDATION OF THE  
FRAMEWORK 

 
 A key verification step for the framework 
described in this paper is the ability to show that the 
system can satisfy the security requirements. An 
experimental tryouts and statistical analyses at a large 
scale with typical representative samples may be 
needed to standardize the framework. More 
developmental activities using the framework may be 
carried out by the researchers and practitioners. Review 
of already developed or underdevelopment requirement 
specification may be guided by the framework and this 
framework may form the basis for the development of 
better-refined roadmap. 
 

CONCLUSION 
 
 Application designed with security in mind is safer 
than those where security is an afterthought. 
Traditionally, security issues are first considered during 
the Design phase of the software development life cycle 
once the software requirement specification has been 
frozen. This paper has presented a prescriptive 
framework for security requirement specification 
comprising of six steps including identification of 
functional and non-functional requirement, identifying 
security goals, performing security analysis of 
requirement, validation and testing, review and revision 
and packaging. The developed framework may be used 
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to ensure the software requirement specification 
contains the security specifications which helps 
improve the security of application and reduce the cost 
of re-work later.  
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