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Abstract: Problem statement: The Pecan weevil was considered as the most damgpest of Pecan
fruits. The aim of this research is to evaluate faupVector Machine method (SVM) for identifying
Pecan Weevil among other insects. Eventually,réisgnition system will serve in a wireless imaging
network for monitoring Pecan Weevil&pproach: SVM has been evaluated using two different
kernel functions i.e., Polynomial Function and Rédasis Function. Database of 205 Pecan Weevils
and 75 other insects which typically exist in pebabitat has been used. Three sets of input data fo
SVM have been generated by two standard regiondbaseognition methods. These sets are
comprised of output obtained by Zernike MomentsgiBeal Properties and combination of these two
methods. For each kernel function, the system heshlrained by 25, 50 and 75% of data and
remaining ratio in each case has been used fangedtach experiment is repeated ten times and
average results are considered for comparisonsanalysis.Results: The optimum recognition rate
had been found when system is trained by 75% ef ddte results are approximately similar when the
input data is obtained by Regional Properties amalination of Regional Properties and Zernike
Moments methods. The optimum results are obtaineehwnput data has been obtained by Zernike
Moments alone for lower values of signw. ‘The proposed system is able to successfullygeize
99% of Pecan Weevil and 97% of the other insecisguthe radial basis function. The proposed
system took approximately 31 sec for processing 8b%e data which include the time for training.
The testing time is found to be 0.15 s€onclusion: Promising results can be obtained when input
data is obtained by Zernike Moments and SVM iswediby RBF and 75% of data.

Key words. Support Vector Machine method (SVM), optimum redtgn, Pecan Weevil,
trapping, automated recognition system

INTRODUCTION insecticide can be determined by inspection of peap
nuts and appearance of trapped Pecan Weevils. The
Pecan Weevil has been classified as one of themost common method of detecting appearance of Pecan
most destructive pests of pecans. It is also betiece  Weevil is by using traps. They are of different égp
be the most serious late-season pest becausadkatt such as wire cone trap, pyramid trap, circling tiajs
the nuts (Harris, 1979). This insect spends mostsof recommended to have 1-2 traps per tree while &é&str
life underground in soil and its life cycle lastgotto  in each orchard block need to have traps (Miz€i03).
three years. The damage of the pecan nuts staga whTraps need to be monitored after 2-3 days and dhoul
the adult pecan weevil emerges from soil and astackbe positioned 1-2 weeks before nut reaches geéstag
the nuts. It drills hole in the nut and feed itséthe  This indicates that trap monitoring is a laboriam
female lays eggs in the nuts and it takes abouda3@ time consuming technique. The automation of this
for the larvae to be developed which feed insiderthit.  process would result in efficient and reliable cohof
Currently, Pecan Weeuvil is controlled by detectingPecan Weevil.
its emergence and subsequently applying insecticide An important component of any automated
For efficient control of Pecan Weevil, one to four recognition system for monitoring would require
insecticide applications at precise time of emetgen recognition of the target insect. Few approaches ha
are required. The appropriate time of applyingalready been developed such as Surveillance ot Frui
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Flies System for identification of Fruit Flies (Laial.,  the optimization of the margin easier which resuits
2009), Automated Bee Identification System formaking hyperplane for classification. The
identification of Bees (Arbucklet al., 2001), Species classification margin is determined by the positain
Identification Automated and Web Accessible Systemm hyperplane which will always correspond to any
identification of Spiders (Dcet al., 1999), Red Palm change or relocation of the SV. However, hyperplane
Weevil Recognition System for identification of Redim  will remain independent of any change occuring to
Weevil (Al-Sager and Hassan, 2011a; 2011b). any item other than SV.

In 1995, Cortes and Vapnik introduced a machine  Finding an optimal kernel function is a core tésk
learning algorithm based recognition method know asise SVM. The kernel function is used to map the dat
Support Vector Machine (SVM). It solves problemsto multidimensional feature space. Several kernel
related to two groups classification. Several SVMfunctions can be used for this purpose; howevedjdRa
based pattern recognition techniques are adopted f@®asjs Function (RBF) and Polynomial Function (PF)
machine vision applications such as Face recognitionaye peen selected as they are reported to perform
problem (Qin and He, 2005), speech recognitiotseiter for pattern recognition problems (Chin, 1998
method (Ganapathirajuet al., 2004), Simulated 1ynicaly Gaussian function is used as RBF. This

Annealing Algorithm for stored grain pest function can be represented by Eq. 1 as:
recognition (Yuxia and Hongtao, 2008).

For identification of Pecan Weevil, a recognition B
system was proposed by (Al-Sageml., 2011). which  K(x,y) :exp(—Ml) (1)
utilized several image processing techniques based 20
template matching (Ashaghathra, 2008). That study )
concluded that Regional Properties and Zernikavhere, x and y are SV and targeted data point to be
Moments methods are sufficient to identify Pecanclassified respectively whereasy’ ‘known as sigma
Weevil. The identification rates for Pecan Weevida represents the width of the Gaussian curve. Wit th
other insects were 90 and 93% by using Regionaincrease in value of sigmas’; the decision surface
Properties method and 97 and 99% by using Zernikbecomes smoother and decision margin becomes more
Moments methods respectively. The total processingegular. The value of sigmac™ is also inversely
time was found to be 0.44 sec. However, only 15% oproportional to the number of SVs (Buhmann, 2003)
the Pecan Weevil images were used for testing laad t The output of a PF, a directional function, is
two recognition methods had to be used together (Aldependent on the direction of two vectors in low
Sageret al., 2011). dimensional space and is mathematically presemted i
The motivation for this research is to explore theEq. 2 as:
abilities of SVM to classify Pecan Weevil among
insects. Considering earlier studies of SVM, it is K(x,y) =(x,y+1)° )
expected that the proposed research will yield in
developing a robost and reliable recognition systemyhere x and y are SV and target data point reiségt
The proposed solution will be trained and tested byyhereas d represents the degree of the polynofiial.

different sizes of randomly selected data. scale of the output is reliant on the testing dzdint.
For experiments, kernel functions of RBF and PF are
MATERIALSAND METHODS selected. Different values of degree ‘d’ and sigisia

are used for PF and RBF respectivdhitially, PF is
The Support Vector Machine (SVM) can be usedused in which the degree ‘d’ is varied over a raingm
as linear and non linear classifier. The fundamddém  2-6 with increment of 0.1 in each step. Afterwards,
of SVM is to classify a given data into RBF was tested and the value of sigmais varied
multidimensional feature space. This method has beefrom 1-150 with increment of 1.
implemented in many machine vision applications
recently and has comparable performance with othermage acquisition: In this project, large and diverse
techniques (Chet al., 2006). The hyperplane is used numbers of insects were collected and their images
on the mapped feature space to classify the twsilples  were acquired for training purpose. The imagingesys
distinguished classes. When optimizing the mardin oincluded Allied Vision Technologies (AVT) F-145B
the classified space, items on the margin are dersil  CCD black and white camera which is equipped with
only. The items of classes close to the margin neke 1.45 megapixel 2/3 inch progressive CCD sensor.
vector known as Support Vector (SV). The SV makeZriginal images were processed to convert into rjina
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format and resized to 1%434 pixels The processing Table 1: Insects used for testing the algorithm

was conducted using a computer ‘Dell Optiples 780:1nsect . Number of replicates
having Core 2 Duo E8400 3.0 GHz processor of Inteﬁcg‘s’?een‘l‘h[‘e“rzi‘”ar's (Say) . 5
with RAM of 4 GB. MA_TLAB® Vers_ion 7._9.0.529 Bfochymena guadripustulata (Fab) 5
(R2006) software was utilized for the simulations. Chortophaga viridifasciata (Deg) 4
Chrysobothris femorata (Oliv) 5
Coleoptera carabidae 1

Data processing method: The inputs for SVM are the i
) . . . Compsus auricephalus (Say) 3
descriptors of each insect's image derived from tW:gndoerus lividus (Deg) 5
standard regional descriptor methods, i.e., Zernikeonotrachelus elegans (Say)
Moments and Regional Properties. The two adopte@yrtepistomus castaneus (Roolofs)
methods are characterized with some advantages suﬁlﬁee” June, Hemiptera Reduviidae
S . . . s yphantria Cunea (Drury) 4
as their invariance for rotation, high reliabilitgpise | eptogiossus Opposites (Say) 2
resilience and short processing time. Lepyronia Gibbosa (Ball) 5
For Zernike Moments, an orthogonal set overMetealfa Pruinosa (Say) 4
interior of a circle would be formed by a set ofrglex ~ Naupactus Leucoloma (Boh) 5
I ials. The origin is considered to be theteen Pantomorus Pallidus (Horn) >
polynomials. gin _ Plathypena Scabra (Fab) 5
of the image and coordinates of pixel are mappalldo Tomostethus Multicinctus (Rohwer) 4

unit circle’s range to calculate the values of Ziegn

Moments. Pixels outside the unit circle would net b The selection of image for training purpose wasedon
included in the computation process. The orthogynal by selecting randomly a group of 25, 50 and 75% of
property guarantees that there is no redundancy @ntire database. The remaining portion of the data
overlapping of information between moments witheach case was used for testing. For consistendy an
different orders and repetition. As a result, eachrobustness of experiments, the selected data redhain
moment will be distinctive descriptor for a givendge  unchanged for entire set of test and each seisofitas
(Kim and Kim, 2000). The output of processing therepeated 10 times. The average results were coadide
images with Zernike Moments at order 3, resultesixn  for analysis The time consumed for training and
unique values representing each image. processing an image is found to be dependent on the

Furthermore, Regional Properties present eacRize of training data, imaging techniques, sizethef
image by a set of values that have been derivet fro image and SVs of training data.

the regions of that image. In specific, the areahef

region and lengths of major and minor axes of itssec Error: Error can be defined as the misclassification of
image were measured and formed to characterize eaefither Pecan Weevils and other insects. Typicatig
individual image. In this process, the number oferror of classification can be recognized as Tyme-I
connected pixels in the region represent the fiasdie  Type-Il errors. Type-l error occurs when any other
(area). Whereas the second and third value (majer a insect is classified as Pecan Weevil, while Typeribr
and minor axis) are calculated as length (in pjxatsl  happens when Pecan Weevil is not correctly claskifi
width (in pixel) of the elliptical considered regiin the ~ Clearly, Type -II error is more crucial in this easch.
image respectively (Woods, 2002). These three galue

NG

are used as inputs. RESULTS
The database is comprised of 205 Pecan Weevils N _ -
covering wide range of variations in terms of insec The recognition system for identification of Pecan

size, age and gender. Furthermore, the databasedesc Weevil using SVM is evaluated by using two kernel
75 other insects representing many types of insectsinctions i.e., PF and RBF. The input data to thé1S
normally present in the pecan habitat. The names aire derived by using two different image processing
insects used in the experiment and their number dechniques i.e., Regional Properties and Zernike
replicates are presented in Table 1. The imagdBese  Moments. In the first experiment, PF is used ara th
insects were acquired and then processed by Zernikesults are presented in Fig. 1 and 2. Resultspted
Moments and Regional Properties methods. in Fig. 1 refer to the case when input data isvaetiby
The experiment of this study involved conducting zernike Moments and training of the system is cotetl
three sets of tests in which the inputs were olethiny by using 25 and 50% of the data.
Zernike Moments, Regional Properties and  Whereas, inputs derived by Regional Properties and
combination of both methods. In addition, the combination of both image processing techniquesdid
database was divided into training and testegs. provide adequate results for the same trgimatios.
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Fig. 1. Errors w.r.t. different values of degreéfat PF
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Fig. 2: Error rate w.r.t. different values of degrel’
for PF at 75% training data
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Table 3:Best recognition rates for RBF with parameters
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Fig. 3: Error rate w.r.t. different values af’‘for RBF
at 25% training data

Table 2:Best recognition rates for PF with parameters

Training Input Degree Pecan Other
data ratio (%) data method ‘o weevil insectd
25 RP - - -

50 RP - - -

75 RP 2.4,2.6 99.02 97.22
25 ZM 2.8 97.12 92.32
50 ZM 2.6 96.67 90.81
75 ZM 5.3 99.02 91.67
25 RP and ZM - - -

50 RP and ZM - - -

75 RP and ZM 2.1--2.3 100 96.67

Training Input Sigma Pecan Other
data ratio (%) data method o weevill insect$
25 RP 71--77 98.89 95.00
50 RP 119--123 93.91 99.12
75 RP 40--44 99.41 93.89
B e g 25 ZM 3 99.15 92.86
—— RP and ZM type-I —RP and ZM type-II 50 ZM 2 99.02 94.59
75 ZM 2 99.80 97.78
25 RP and ZM 71--79 98.82 95.00
50 RP and ZM 53 98.53 96.22
75 RP and ZM 41 99.61 93.89

Results shown in Fig. 2 are achieved when system is
trained by 75% of data for all sets of inputs. THest
recognition rates for all cases accompanied withirth
parameters’ values are mentioned in Table 2.

The results of the recognition system, when RBF is
used, are presented in Fig. 3-5 when system iseimai
by 25, 50 and 75% of data respectively. The bestlie
for all cases are presented in Table 3 with their
respective sigmac’ values. The time required for
training and testing are mentioned in Table 4.
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Table 4:Results for time for 75% training data Comparing the three graphs mentioned in Fig. 3-5,

fem?ﬂ :j”PUt hod Training Testing it can be concluded that performance of the system

unction ata metho time (sec) time (SeC) improves with the increase in training data. Bothes

PF RP 9.3312 00197 | t Il val f si dofoll

PE 7M 323818 0.1a69 Of errors are low at small values of sigma andof

PF RP and ZM 35.1801 0.1665 the same pattern for cases when inputs are obtéiyned

RBF RP 4.1578 0.0197 Zernike Moments. Whereas for the other cases, when

ESE é’g and ZM 33}-5052522 0611‘6625 inputs are obtained by regional properties and
. : combination of both regional properties and Zernike

moments, both types of errors have opposite trends
DISCUSSION s PP

and intersect each other between sigeiavalues of
15 and 30.

The results presented in Fig. 1 mentions thattinpu  The values of degree 'd' and recognition rates of
data obtained by Zernike Moments provide adequatgest results for each case when system is traisiedg u
results for small range of degree ‘d’ when PF iscu®1  PF mentions in Table 2 that adequate results ate no
SVM. The range of degree ‘d’ providing adequatealways obtained and few cases did not provide aatequ
results is between 2 and 3 while training data usexb results for any value of degree ‘d’. For some
and 50%. It is observed that both types of err@es a experiments, the best results occurred and repdated
lower when training data used is 25% as compared tgjfferent values of degree ‘d’. The adequate resait
the errors when training data used is 50%. always obtained for the case study when system is

The results in Fig. 2 presents that Type-I Ereor i trained by 75% of the data. The best recogniticuilts
always higher than Type-Il Error for all cases whengre obtained for low values of degree ‘d’ of PF ddir
75% data is used for training. The Type-Il Error iscases except when system is trained by 75% ofatata
mostly below 2% while Type-I Error is always above inputs are obtained by Zernike Moments. Overak, th
2.5%. The Type-I and Type-Il Errors are mostly lish  highest recognition rates using PF are obtainednwhe
when input data is obtained by Zernike Moments forsystem is trained with 75% of data and inputs are
different values of degree ‘d’. The Type-I Erroes the  obtained by combination of both Regional Propesies
cases when input data is obtained using Regiongternike Moments. These recognition rates are recbrd
Properties or combination of both Zernike Momentsfor the range of degree ‘d’ for PF i.e., 2.1-2.3.
and Regional Properties is close to each other and (On the other hand, system trained using RBF
always remain below 7%. provides adequate results for all the cases asionent

For the RBF, it is noticed in Fig. 3 that for steal in Table 3. Recognition system show the tendency of
values of sigmac’, the error rates are low when input higher recognition rates for low values of signa '
data is obtained by Zernike Moments while inputadat when inputs are obtained by Zernike Moments.
obtained by Regional Properties and combination oMoreover, the performance of system improves as the
both Regional Properties and Zernike Moments haveéatio of training data is increased. However, reutign
high error rates for low values of sigm&.‘As the rates has not improved with the increase of trainin
value of sigmad’ increases the error rates increases foratio for the cases when the inputs are obtained by
the case when input data is obtained by Zernikdegional Properties and combination of both Rediona
Moments. Type-Il Errors decreases with the incréase Properties and Zernike Moments. In general, the
sigma & for cases when input data is obtained by_hlghest recognition rates are recorded when inpta d

Regional Properties and combination of both Rediona'®. %b;%i(;edf %y Zerniﬁe.Mom‘entT an(i ;ystem is tchine
Properties and Zernike Moments while opposite™!t Afte: Zna?;;r;'gtaflt%ﬁe:aée tohe best resalts
behavior is observed for Type-1 Errors, obtained for the case when system is trained UBIg

o . . ,
The results for 50% of training data mentions mhaving sigmad’ value of 2 when system is trained by

Fig. 5 that both types of errors follow the saméeqra . ; ; ’
as depicted in Fig. 4 for the cases when input dais: 75% of data and inputs are obtained using Zernike

obtained by Regional Properties and combination ofOments only. These results are 99 and 97% for
both regional properties and Zernike Moments. Thd€cognizing Pecan Weevil and other insects
error rates remain consistent and their fluctuatiof€Spectively. At these settings, the recorded tfore
remains below 2% for the case when input data waBrocessing and training is approximately 31 sedewhi
obtained by the Zernike Moments while the lowesttesting time for an image is 0.15 sec. These priogis
errors are found at lower values of signea Similar ~ results encourage the adoptation of proposed syatem
observations are noticed when system is trainegsey ~ an alternative for the earlier proposed template
of the data as shown in Fig. 5. matching based system (Ashaghathra, 2008).
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CONCLUSION Buhmann, M.D., 2003. Radial Basis Functions: Theory
and Implementations. 1st Edn., Cambridge

~This study concluded that SVM method is @  ypjversity Press, New York, ISBN: 0521633389,
reliable method for the recognition of Pecan Weevil pp: 259.

The descriptors derived by Zernike Moments at oBler cpin K.K.. 1998. Support Vector Machines applied t

and Regional Properties were proven to be simpte an  gpeech  Pattern  Classification.  University  of
unique representatives of a given insect imageari Cambridge.

RBF kernel functions have been tested individualld  cho M.Y. T.F. Lee. S.W. Gau and C.N. Shih. 2006.

have prodgced some significant recpgnition raters_fo Power Transformer Fault Diagnosis Using Support
both Zernike Moments and Regional Properties  ector Machines and Artificial Neural Networks
methods. Furthermore, recognition rates when using \ith Clonal Selection Algorithms Optimization.
inputs from Zernike Moments provide better resaks Knowl.-Based Intell. Inform. Eng. Syst., 4251:
compared to the cases when using inputs from Rabion 179-186. DOI: 10.1007/11892960 22 '
Properties or combination of both Regional Propsrti po M.T. J.M. Harp and K.C. Norris, 1999. A te$teo
and Zernike Moments. The higher recognition rates a pattern recognition system for identification of
obtained when system is trained using RBF. The  gpigers. Bull. Entomol. Res., 89: 217-224. DOI:
proposed system is able to successfully recogrdgé 9 10.1017/S0007485399000334

Pecan Weevil and 97% of the other insects Whena;igmeanapathiraju A.. J.E. Hamaker and J. Picone. 2004

;\7 s t?ke_rl]has 2 tand tinpkutsb arfz B(ierive(fi by Zernil_<e Applications of support vector machines to speech
oments. This system fook abou SEC for prongssi recognition. |IEEE Trans. Signal Proc., 52: 2348-

and training 75% of the data while the testing tiime 2355 DOI: 10.1109/TSP 2004831018

an image is found to be 0.15 sec. Woods, R.E., 2002. Digital Image Processing. 2nd
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