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Abstract: Problem statement: The distributions of $R = X + Y$ and $W = X/(X + Y)$, where $X$ and $Y$ follow Lawrance and Lewis’s bivariate exponential distribution, is generalized. Approach: In this research we found mixtures of sum of bivariate exponential random variables. Results: Also we calculated the probability density function (pdf) of the random sum of mixtures of sum of bivariate exponential random variables. Conclusion/Recommendations: In this study we investigated the pdf of random sum of mixtures of sum of bivariate exponential random variables.
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INTRODUCTION

One of the standard stochastic models used in various areas of applied probability, such as insurance risk theory and queuing theory, is the random sum model. Random sum is defined as a sum of $n$ random variables and the number $n$ is also random variable. Random sum play an important role in insurance application, for example, let $X_i$, $i = 1, 2, ..., N$ be independent and identically distributed random variables determine the losses of a unit of production caused by fire, explosion, destruction, and so on. The random sum of $X_i$, $i = 1, 2, ..., N$ is the total losses of this unit, and then one can get tail probability, i.e., $a_r = Pr(S_N > t)$. Compound geometric distributions play an important role in reliability theory, queuing theory, and regenerative processes. For example, the equilibrium waiting time in G/G/1 queue has a compound geometric distribution and so does the maximal aggregate loss of surplus process under the classical and renewal risk models. For more details, Gertsbakh\cite{4,6,10}. Mixture of exponential distribution is the only one of the most important distributions in reliability theory because of their properties to distribution function which given in Feller\cite{3}. Brawn\cite{1} discussed moment based bounds on the tail of compound geometric distributions. Drozdenko\cite{2} studied some examples of generalizations of mixtures of exponential distributions. Ma and King\cite{8} discussed the calculation of the n-fold convolution of generalized exponential-sum distribution functions. But here we discuss the random sum of mixtures of sum of bivariate exponential random variables.

In this study, we consider the distributions of $R = X + Y$ and $W = X/(X + Y)$ when $X$ and $Y$ are correlated exponential random variables with the joint pdf given by:

$$
f(x, y) = egin{cases} rac{\lambda(1-a)}{b-a} \exp(-\lambda x) & \text{if } x = by, \\ \frac{\lambda^2(b-1)(1-a)}{(b-a)^2} \exp(\frac{-\lambda(b-1)x + \lambda b(1-a)y}{b-a}) & \text{if } ay < x < by, \\ \frac{\lambda(b-1)}{b-a} \exp(-\frac{\lambda x}{a}) & \text{if } x = ay, \\ 
\end{cases}
$$

for $x, y, \lambda > 0$ and $0 < a < 1 < b$.

If $\lambda = 1$ in relation (1) we obtain the distribution of Lawrance and Lewis’s bivariate exponential distribution\cite{9}.

The research is organized as follow. First, we derive the exact expressions for the pdfs of $R = X + Y$ and $W = X/(X + Y)$. The pdf of mixture of sum of bivariate exponential distribution is obtained. Results give the pdf of the random sum of mixture of sum of bivariate exponential random variables. Finally, conclusion is given.
MATERIALS AND METHODS

The distributions of R and W: Theorems 1 and 2 derive the pdfs of \( R = X + Y \) and \( W = X / (X + Y) \) when \( X \) and \( Y \) are distributed according to (1).

**Theorem 1:** If \( X \) and \( Y \) are jointly distributed according to (1) then:

\[
R = \frac{\lambda (1-a)r}{b-a} \exp \left\{ \frac{\lambda b}{b+1} \right\} + \frac{\lambda (b-1)r}{b-a} \exp \left\{ -\frac{\lambda r}{a+1} \right\}
\]

The result immediately follows by elementary integration.

**Proof:** The relation (6) is a general case of a mixture of sum of bivariate exponential distribution (i.e., we are not substituting the value of the distribution of the parameter \( \lambda \)). When we use a certain probability distribution as the probability distribution of the parameter \( \lambda \), we find that the values taken by the random variable in such distribution must be in the domain of the possible values for the parameter \( \lambda \) (i.e., all the value belong to the parameter space for the main distribution).

**Remark 1:** The relation (6) is a general case of a mixture of sum of bivariate exponential distribution (i.e., we are not substituting the value of the distribution of the parameter \( \lambda \)). When we use a certain probability distribution as the probability distribution of the parameter \( \lambda \), we find that the values taken by the random variable in such distribution must be in the domain of the possible values for the parameter \( \lambda \) (i.e., all the value belong to the parameter space for the main distribution).

**RESULTS AND DISCUSSION**

Random sum of mixtures of sum of bivariate exponential distributions: We derive the pdf of random sum of mixtures of sum of bivariate exponential distributions. Let \( X_i, i = 1, 2, \ldots, N \) be independent and identically distributed random variables. Each \( X_i, i = 1, 2, \ldots, N \) has a mixture of sum of bivariate exponential distribution with pdf as given by using Eq. 4 as follow:

\[
f_{x_i}(x_i) = \int g(x; y) h(y) dy
\]

The Laplace transform of this pdf given as follow:
Assume the random sum \( S_X = \sum_{i=1}^{n} X_i \), \( S_0 = 0 \), \( N \) is a non-negative integer valued random variable with pf g \((n) = \text{Pr} \{ N = n \} \). The Laplace transform of the pdf of random sum of mixture of sum of bivariate exponential distributions is given by the following relation:

\[
L[f^*_n(s)] = f^*_n(s) = P_N(f^*_n(s)) \tag{10}
\]

where, \( P_N(\theta) \) is the probability generating function (pgf) of the random variable \( N \). From relations (9) and (10) we get:

\[
f^*_n(s) = \sum_{n=0}^{\infty} \left\{ \left[ \frac{1-a}{b-a} \omega + \frac{b-1}{b-a} \varphi \right] \right\}^{n} - \frac{b(b-1)(1-a)}{(b-a)(ab-1)} \{ \vartheta - \rho \} s^{-k} g(n) \tag{11}
\]

where, \( A = \frac{a}{b+1}, B = \frac{1}{a+1}, C = \frac{b}{b+1} \) and \( D = \frac{1}{a+1} \).

Thus relation (11) becomes:

\[
f^*_n(s) = \sum_{n=0}^{\infty} \sum_{i=1}^{\infty} \left( \omega_i + \psi_i \right) s^{-i-1} - \left[ \vartheta_k - \rho_k \right] s^{-k} g(n) \tag{12}
\]

where

\[
\omega_i = \alpha(-1)^{-i-1} A^{i-1} l E (\lambda^l) ,
\]

\[
\psi_i = \beta(-1)^{-i-1} B^{i-1} l E (\lambda^l) ,
\]

\[
\vartheta_k = \gamma(-1)^{-k-1} C^{k-1} E (\lambda^k) ,
\]

\[
\rho_k = \gamma(-1)^{-k-1} D^{k-1} E (\lambda^k) ,
\]

\[
\alpha = \frac{1-a}{b-a}, \beta = \frac{b-1}{b-a} \text{ and } \gamma = \frac{b(b-1)(1-a)}{(b-a)(ab-1)} .
\]

Let:

\[
p = \sum_{i=1}^{\infty} \left( \omega_i + \psi_i \right) s^{-i-1} \tag{13}
\]

and

\[
q = \sum_{k=1}^{\infty} \left( \vartheta_k - \rho_k \right) s^{-k} . \tag{14}
\]

Substituting from relations (13) and (14) into relation (12) we get:

\[
f^*_n(s) = \sum_{a=0}^{\infty} g(n) \sum_{i=0}^{n} \binom{n}{i} (-i)^q q^i p^{n-i} \tag{15}
\]

where

\[
q^i = \left\{ \sum_{k=1}^{\infty} \left[ \vartheta_k - \rho_k \right] s^{-k} \right\}^{i} . \tag{16}
\]
By using complete multinomial expansions theorem in relation (16), see Ma[^3], we find:

\[
\left\{ \sum_{k=1}^{\infty} \left[ \vartheta_k - \rho_k \right] s^{-k} \right\}^i = i \sum_{p=1}^{M} \sum_{m_1=1}^{m_{(p-1)}} \sum_{m_2=0}^{m_{(p-2)}} \cdots \sum_{m_p=0}^{i-(p-1)} \times \sum_{i_1=1}^{i-(p-1)} \times \sum_{i_2=1}^{i_1-1} \times \cdots \times \sum_{i_p=1}^{i_{(p-1)}} \times \sum_{l_1=1}^{i_{(p-1)}} \times \cdots \times \sum_{l_p=1}^{i_{(p-1)}} \times \prod_{k=1}^{p} \left[ \vartheta_{m_k} - \rho_{m_k} \right] t_k^{i_k} \times \prod_{k=p+1}^{\infty} \frac{1}{s^{1+k}},
\]

(17)

where

\[\vartheta_{m_k} = \gamma(-1)^{m_k-1} C^m \left( \lambda^m \right),\]

\[\rho_{m_k} = \gamma(-1)^{m_k-1} D^m \left( \lambda^m \right),\]

\[M = \left\{ i \mid i < m \right\} \cup \left\{ m \mid i \geq m \right\} \]

Consequently from relation (17) we have:

\[
\left\{ \sum_{k=1}^{\infty} \left[ \vartheta_k - \rho_k \right] s^{-k} \right\}^i \]

\[= \lim_{m \to \infty} \sum_{i=1}^{M} \left( \left[ \vartheta_k - \rho_k \right] s^{-k} \right)^i \]

\[= i \sum_{p=1}^{M} \sum_{m_1=1}^{m_{(p-1)}} \sum_{m_2=0}^{m_{(p-2)}} \cdots \sum_{m_p=0}^{i-(p-1)} \times \sum_{i_1=1}^{i-(p-1)} \times \sum_{i_2=1}^{i_1-1} \times \cdots \times \sum_{i_p=1}^{i_{(p-1)}} \times \sum_{l_1=1}^{i_{(p-1)}} \times \cdots \times \sum_{l_p=1}^{i_{(p-1)}} \times \prod_{k=1}^{p} \left[ \vartheta_{m_k} - \rho_{m_k} \right] t_k^{i_k} \times \prod_{k=p+1}^{\infty} \frac{1}{s^{1+k}},
\]

(18)

and

\[p^{n-i} = \left\{ \sum_{i=0}^{\infty} \left[ \omega_i + \nu_i \right] s^{-i-1} \right\}^{n-i},\]

also by using the complete multinomial expansions theorem, we find:

\[
\left\{ \sum_{j=1}^{\infty} \left[ \omega_j + \nu_j \right] s^{-j-1} \right\}^{\omega} = \omega! \sum_{r=1}^{\infty} \sum_{a_1=0}^{\infty} \sum_{a_2=0}^{\infty} \cdots \sum_{a_{r-1}=0}^{\infty} \times \sum_{q_{r-1}=0}^{\omega-\alpha_{(r-1)}} \omega_{a_{r-1}} \omega_{a_{r-2}} \omega_{a_{r-3}} \cdots \omega_{a_1} \times \prod_{i=1}^{r} \left( \omega_{a_i} + \nu_{a_i} \right)^{\omega_i} \times \prod_{i=1}^{\infty} \frac{1}{s^{a_{q_{r-1}}+i}},
\]

(19)

where

\[\omega_{a_i} = \alpha(-1)^{a_i-1} A^{a_i-1} u_i E \left( \lambda^{a_i} \right),\]

\[\nu_{a_i} = \beta(-1)^{a_i-1} B^{a_i-1} u_i E \left( \lambda^{a_i} \right),\]

\[U = \left\{ \omega \mid \omega < u \right\} \cup \left\{ \omega \mid \omega \geq u \right\}, \omega = n-i ,\]

Consequently from relation (19) we have:

\[
\left\{ \sum_{i=1}^{\infty} \left[ \omega_{a_i} + \nu_{a_i} \right] s^{-i-1} \right\}^{\omega} = \lim_{n \to \infty} \left\{ \sum_{i=1}^{\infty} \left[ \omega_{a_i} + \nu_{a_i} \right] s^{-i-1} \right\}^{\omega}
\]

\[= \omega! \sum_{r=1}^{\infty} \sum_{a_1=0}^{\infty} \sum_{a_2=0}^{\infty} \cdots \sum_{a_{r-1}=0}^{\infty} \times \sum_{q_{r-1}=0}^{\omega-\alpha_{(r-1)}} \omega_{a_{r-1}} \omega_{a_{r-2}} \omega_{a_{r-3}} \cdots \omega_{a_1} \times \prod_{i=1}^{r} \left( \omega_{a_i} + \nu_{a_i} \right)^{\omega_i} \times \prod_{i=1}^{\infty} \frac{1}{s^{a_{q_{r-1}}+i}},
\]

(20)

Substituting from relations (19) and (21) into relation (15) we get:

\[f_{s_i} (s) = \sum_{n=0}^{\infty} g (n) \sum_{i=0}^{n} \binom{n}{i} (-1)^i \times i! \psi \Phi \times \prod_{k=1}^{r} \frac{1}{s^{a_{q_{(k-1)}}}} \times \prod_{i=1}^{\infty} \frac{1}{s^{a_{q_{(k-1)}}}},
\]

(21)

where

\[\psi = \sum_{p=1}^{\infty} \sum_{a_1=1}^{a_2=0} \sum_{a_2=0}^{a_3=0} \cdots \sum_{a_{r-1}=0}^{a_{r-2}=0} \times \sum_{q_{r-1}=0}^{\omega-\alpha_{(r-1)}} \frac{1}{s^{a_{q_{r-1}}}} \times \prod_{i=1}^{\infty} \frac{1}{s^{a_{q_{(k-1)}}}}\]
\[
\Phi = \sum_{i_1=1}^{i-n-1} \sum_{i_2=i_1+1}^{i-n-1} \cdots \sum_{i_p=i_{p-1}+1}^{i-n-1} \sum_{i_{p+1}=i_p+1}^{i-n-1} \\
\times \sum_{i_p=i_{p+1}+1}^{i-n-1} \\
\Xi = \sum_{r=1}^{\infty} \sum_{a_1=1}^{a} \sum_{a_2=a_1+1}^{a} \cdots \sum_{a_{p-1}=a_{p-2}+1}^{a} \sum_{a_p=a_{p-1}+1}^{a} \\
\Omega = \sum_{a_1=1}^{a} \sum_{a_2=a_1+1}^{a} \cdots \sum_{a_{p-1}=a_{p-2}+1}^{a} \sum_{a_p=a_{p-1}+1}^{a} \\
\cdots \sum_{a_m=a_{m-1}+1}^{a} \\
\]

Now we can find the pdf random sum \( S_N \) by using the inverse Laplace transform of relation (21) as

\[
f_{S_N}(t) = L^{-1}\{\phi_{S_N}(s)\} = \sum_{n=0}^{\infty} g(n) \sum_{i=0}^{n} \binom{n}{i} \left(-1\right)^i \times i! \psi \Phi \times \prod_{k=1}^{p} \frac{\vartheta_{m_k} - \rho_{m_k}}{i_k!} \times \omega! \Xi \Omega \times \prod_{l=1}^{p} \frac{\omega_{l} + \nu_{l}}{\omega_{l}} \times \left(\mu + \xi - 1\right)! \times \prod_{l=1}^{p} \frac{\omega_{l} + \nu_{l}}{\omega_{l}} \times \left(\mu + \xi - 1\right)! \times \prod_{l=1}^{p} \frac{\omega_{l} + \nu_{l}}{\omega_{l}} \times \left(\mu + \xi - 1\right)!
\]

Thus we can write relation (22) as:

\[
f_{S_N}(t) = \sum_{n=0}^{\infty} g(n) \sum_{i=0}^{n} \binom{n}{i} \left(-1\right)^i \times i! \psi \Phi \times \prod_{k=1}^{p} \frac{\vartheta_{m_k} - \rho_{m_k}}{i_k!} \times \omega! \Xi \Omega \times \prod_{l=1}^{p} \frac{\omega_{l} + \nu_{l}}{\omega_{l}} \times \left(\mu + \xi - 1\right)!
\]

Thus the pdf of the random sum \( S_N \) is:

\[
f_{S_N}^\ast(s) = \sum_{n=0}^{\infty} g(n) \sum_{i=0}^{n} \binom{n}{i} \left(-1\right)^i \times i! \psi \Phi \times \prod_{k=1}^{p} \frac{\vartheta_{m_k} - \rho_{m_k}}{i_k!} \times \omega! \Xi \Omega \times \prod_{l=1}^{p} \frac{\omega_{l} + \nu_{l}}{\omega_{l}} \times \left(\mu + \xi - 1\right)!
\]

Some important statistical measures: We can obtain the tail probabilities and the failure rate of the random sum \( S_N \) by using the pdf given in relation (24) as follows:

- **Tail probabilities**: The tail probabilities of the random sum \( S_N \) is given by:

\[
a_t = \Pr(S_N > t) = 1 - \Pr(S_N \leq t) = \sum_{n=0}^{\infty} g(n) \sum_{i=0}^{n} \binom{n}{i} \left(-1\right)^i \times i! \psi \Phi \times \prod_{k=1}^{p} \frac{\vartheta_{m_k} - \rho_{m_k}}{i_k!} \times \omega! \Xi \Omega \times \prod_{l=1}^{p} \frac{\omega_{l} + \nu_{l}}{\omega_{l}} \times \left(\mu + \xi - 1\right)!
\]

where \( \mu = \sum_{k=1}^{n} i_k m_k \) and \( \xi = \sum_{i=1}^{m} \omega u_i + r \).

- **Failure rate**: The Failure rate of the random sum \( S_N \) is:

\[
h_{S_N}(t) = \frac{f_{S_N}(t)}{1 - F_{S_N}(t)} = \frac{f_{S_N}(t)}{a_t} = \sum_{n=0}^{\infty} g(n) \sum_{i=0}^{n} \binom{n}{i} \left(-1\right)^i \times i! \psi \Phi \times \prod_{k=1}^{p} \frac{\vartheta_{m_k} - \rho_{m_k}}{i_k!} \times \omega! \Xi \Omega \times \prod_{l=1}^{p} \frac{\omega_{l} + \nu_{l}}{\omega_{l}} \times \left(\mu + \xi - 1\right)!
\]
CONCLUSION

In this study we investigate the pdf of random sum of mixtures of sum of bivariate exponential random variables, when the mixing distribution is a continuous, the number of these random variables has a non-negative discrete distribution. Also, we find the tail probability and failure rate of random sum.
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