A New Block Method for Special Third Order Ordinary Differential Equations

B.T. Olabode and Y. Yusuph
Department of Mathematical Sciences,
Federal University of Technology, Akure, Nigeria
Department of Mathematics and Computer Science,
Federal University of Technology, Minna, Nigeria

Abstract: A linear multistep method for the direct solution of initial value problems of ordinary differential equations was presented in this article. Collocation approximation method was adopted in the derivation of the scheme and then the scheme was applied as simultaneous integrator to special third order initial value problem of ordinary differential equations. The new block method possessed the desirable feature of Runge-Kutta method of being self-starting and eliminated the use of predictors. The 3-step block method is P-stable, consistent and more accurate than the existing one. Experimental results confirmed the superiority of the new scheme over the existing method.
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INTRODUCTION

The mathematical formulation of physical phenomena in science and engineering often leads to initial value problems of the form:

\[ y''' = f(x,y), y(a) = y_0, y'(a) = \eta_0, y''(a) = \eta_1 \]  

(1)

However, only a limited number of analytical methods are available for solving (1) directly without reducing to a first order system of initial value problems. Some authors have proposed solution to higher order initial value problems of ordinary differential equations using different approaches\([1-5]\). In particular Awoyemi and Idowu\([2]\) developed a class hybrid collocation method for third order of ordinary differential equations. Awoyemi\([1]\) derived a p-stable linear multistep method for general third order initial value problems of ordinary differential equations which is to be used in form of predictor-corrector forms and like most linear multistep methods, they require starting values from Runge-Kutta methods or any other one-step methods. The predictors are also developed in the same way as correctors. Moreover, the block methods in Fatunla\([3]\) are in form of discrete and are proposed for non-stiff special second order ordinary differential equations in form of a predictor-corrector integration process. Also like other linear multistep methods are usually applied to the initial value problems as a single formula but they are not self-starting; and they advance the numerical integration of the ordinary differential equations in one-step at a time, which leads to overlapping of the piecewise polynomials solution model.

There is the need to develop a method which is self-starting, eliminating the use of predictors with better accuracy and efficiency. This study, therefore propose a block multistep method for the direct solution of third order initial value problems of ordinary differential equations.

MATERIAL AND METHOD

A power series of a single variable \( x \) in the form:

\[ P(x) = \sum_{j=0}^{k} a_j x^j \]  

(2)

is used as the basis or trial function, to produce the approximate solution as:

\[ y(x) = \sum_{j=0}^{k} a_j x^j, a_j \in \mathbb{R}, j = 0(1)k + 2, y \in C^n(a,b) \subset P(x) \]  

(3)

Assuming an approximate solution to (1) in the form of (3) whose high derivatives are:

\[ y'(x) = \sum_{j=0}^{k} j(j-1) a_j x^{j-1} \]  

(4)
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\[ y''(x) = \sum_{j=0}^{k+2} j(j-1)(j-2)a_j x^{j-2} \]  

(5)  

\[ y''(x) = \sum_{j=0}^{k+2} j(j-1)(j-2)(j-3)a_j x^{j-3} \]  

(6)  

From Eq. (2) and (6)

\[ \sum_{j=0}^{k+2} j(j-1)(j-2)(j-3)a_j x^j = f(x, y) \]  

(7)  

where, \( a_j \) is the parameters to be determined.

Collocating (7) at the mesh-points \( X = x_{nj} \), \( j = 0(1)k \) and interpolating (3) at \( x = x_{nj} \), \( j = 0(2)k-1 \).

Putting in the matrix equation form and then solve \( d \) to obtain the values of parameters \( a_j \)'s, \( j = 0, 1, \ldots \) which is substituted in (3), after some manipulation, yields the new continuous method expressed in the form:

\[ y(x) = \sum_{j=0}^{k-1} a_j(x)y_{n+j} + \sum_{j=0}^{k} \beta_j(x)f_{n+j} \]  

(8)  

**Derivation of first-block of 3-step method:** The first-block of 3-step method for the solution of (1) can be expressed by the following matrix difference equation.

\[ A^{(0)}y_q = A^{(1)}y_{q-1} + h^3B^{(0)}F_q + BF_{q-1} \]  

(9)  

And the coefficients \( \alpha_j \)'s and \( \beta_j \)'s of the continuous scheme (8) are thus:

\[ t = \frac{x-x_{n+k}}{h} \]

\[ \alpha_0(t) = \frac{1}{2}[t^2 - t] \]

\[ \alpha_1(t) = \frac{1}{2}[1 - t^2] \]

\[ \alpha_2(t) = \frac{1}{2}[t^2 - 1] \]

\[ \beta_0(t) = \frac{h^3}{720}(-t^6 + 6t^4 - 10t^4 + 11t^2 - 6t) \]

\[ \beta_1(t) = \frac{h^3}{720}(3t^6 - 12t^4 - 15t^4 + 12t^2 - 108t \]

\[ \beta_2(t) = \frac{h^3}{720}(-3t^6 - 6t^4 + 30t^4 + 27t^2 - 6t) \]

\[ \beta_3(t) = \frac{h^3}{720}(t^6 - 5t^4 + 4t^2) \]  

(10)  

Evaluating (10) at \( x = x_{n+3} \) yield the discrete scheme:

\[ y_{n+3} - 3y_{n+2} + 3y_{n+1} - y_n = \frac{h^3}{2}(f_{n+2} + f_{n+1}) \]  

(11)  

It is P-stable. The order \( P = 5 \) i.e., \( C_{ps} = 1/240 \).

The first derivatives of (10) are, noting that:

\[ \frac{dt}{dx} = \frac{1}{h} \text{ and } \frac{d^2t}{dx^2} = \frac{1}{h^2} \]

\[ \alpha_0' = \frac{1}{2h} \]

\[ \alpha_1' = -\frac{2t}{h} \]

\[ \alpha_2' = \frac{1}{2h} \]

\[ \beta_0' = \frac{h^2}{720}[6t^5 + 30t^4 - 40t^3 + 22t - 6] \]

\[ \beta_1' = \frac{h^2}{720}[18t^5 - 60t^4 + 60t^3 + 360t^2 + 24t - 108] \]

\[ \beta_2' = \frac{h^2}{720}[-18t^5 + 30t^4 + 120t^3 - 54t - 6] \]

\[ \beta_3' = \frac{h^2}{720}(6t^3 - 20t^2 + 8t) \]  

(12)  

And the second derivatives are:

\[ \alpha_0'' = \frac{1}{h^2} \]

\[ \alpha_1'' = \frac{1}{h^2} \]

\[ \alpha_2'' = \frac{1}{h^2} \]

\[ \beta_0'' = \frac{h}{720}[-30t^4 + 120t^3 - 102t^2 + 22] \]

\[ \beta_1'' = \frac{h}{720}[90t^4 - 240t^3 - 180t^2 + 720t + 24] \]

\[ \beta_2'' = \frac{h}{720}[-90t^4 + 120t^3 + 360t^2 - 54] \]

\[ \beta_3'' = \frac{h}{720}(30t^4 - 60t^2 + 8) \]  

(13)  

**Special application of 3-step method:** Evaluating (10) at \( x = x_{n+3} \) yield respectively (11):

\[ y_{n+3} - 3y_{n+2} + 3y_{n+1} - y_n = \frac{h^3}{2}(f_{n+2} + f_{n+1}) \]

Improving the block method by considering additional equation arising from the first and second derivative functions:
\[
\frac{du(x)}{dx} = Z(x), \quad \frac{du(a)}{dx} = Z_0
\]
\[
\frac{d^2u(x)}{dx^2} = Z(x), \quad \frac{d^2u(a)}{dx^2} = Z_0'
\]
and continuity equation imposed at \(x = x_{n+3}\) of the form:
\[
Z(x_{n+3}) x_n \leq x \leq x_{n+3} = Z(x_{n+3}) \quad (15)
\]
Using the first and second conditions in (1) on (14) to obtain:
\[
2hZ_0 + y_{n+2} + 4y_{n+1} + 3y_n = \frac{h^2}{720} \left( 12f_{n+3} - 48f_{n+2} + 420f_{n+1} + 96f_n \right)
\]
\[
h^2Z_0' - y_{n+2} + 2y_{n+1} - y_n = \frac{h^2}{720} \left( -22f_{n+3} + 96f_{n+2} - 546f_{n+1} - 248f_n \right)
\]
Combining (11) and (16) yield the first block and solving simultaneously to start the integration process. There are two options to move the integration process forward after the first sub-interval. First, we could use the block method (the combination of (11) and (16) in its present form i.e., block method over sub-intervals that do over-lap \((x_0, x_3), (x_1, x_4), \ldots, (x_{N-3}, x_N)\). The second options is to proceed by explicitly obtaining initial conditions at \(x_{n+3}\), \(n = 0, 3\ldots N-3\), using the computed values \(U(x_{n+3}) = y_{n+3}\) and \(Z(x_{n+3}) = Z_{n+3}\) over sub-intervals \((x_n, x_3), (x_3, x_6), \ldots, (x_{N-3}, x_N)\) which do not over-lap.

**RESULTS AND DISCUSSION**

**Numerical experiments and results:** This section deals with the implementation of the algorithm proposed for the initial value problems.

**Problem 1:**
\[
y'' = -y
\]
\[
y(0) = 1, \quad y'(0) = -1, \quad y''(0) = 1
\]
Theoretical solution is:
\[
y(x) = e^x
\]

**Problem 2:**
\[
y'' = 3\sin x
\]
\[
y(0) = 1, \quad y'(0) = 0, \quad y''(0) = -2
\]
Theoretical solution is:
\[
y(x) = 3\cos x + \frac{x^2}{2} - 2
\]

**Problem 3:**
\[
y'' = e^x
\]
\[
y(0) = 3, \quad y'(0) = 1, \quad y''(0) = 5
\]
Theoretical solution is:
\[
y(x) = 2 + 2x^2 + e^x
\]

**Problem 4:**
\[
y'' = -e^x
\]
\[
y(0) = 1, \quad y'(0) = -1, \quad y''(0) = 3
\]
Theoretical solution is:
\[
y(x) = 2 + 2x^2 - e^x
\]

In Table 1, the 3-Step Block Method has maximum absolute error of 6.3596E-10 while the maximum absolute error of Awoyemi\(^{[1]}\) is 1.36929E-09. Both methods are of the same order and step but block method is seen to be more accurate than Awoyemi\(^{[1]}\).

In Table 2-4, the maximum absolute errors for problems 2, 3 and 4 are observed to be 1.65922E-10, 7.56479E-11 and 7.24352E-10, respectively. The lower values of these errors showed that the new method is accurate.

**Table 1: Problem 1: Accuracy comparison of the new block method and predictor-corrector method of Awoyemi\(^{[1]}\)**

<table>
<thead>
<tr>
<th>X</th>
<th>Exact solution</th>
<th>3-step block method</th>
<th>Error in 3-step block method</th>
<th>Awoyemi(^{[1]}) k = 3 method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>y(x)</td>
<td>y-computed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.90483742</td>
<td>0.904837417</td>
<td>6.3596E-10</td>
<td>1.36929E-09</td>
</tr>
<tr>
<td>0.2</td>
<td>0.81873075</td>
<td>0.818730751</td>
<td>2.37798E-09</td>
<td>3.12273E-08</td>
</tr>
<tr>
<td>0.3</td>
<td>0.74081822</td>
<td>0.740818217</td>
<td>4.18172E-09</td>
<td>1.27694E-07</td>
</tr>
<tr>
<td>0.4</td>
<td>0.67032005</td>
<td>0.670320040</td>
<td>5.63564E-09</td>
<td>3.25196E-07</td>
</tr>
<tr>
<td>0.5</td>
<td>0.60653066</td>
<td>0.606530653</td>
<td>7.01263E-09</td>
<td>6.54730E-07</td>
</tr>
<tr>
<td>0.6</td>
<td>0.54881164</td>
<td>0.548811629</td>
<td>7.54034E-09</td>
<td>1.14406E-06</td>
</tr>
<tr>
<td>0.7</td>
<td>0.49658530</td>
<td>0.496585297</td>
<td>6.39141E-09</td>
<td>1.81784E-06</td>
</tr>
<tr>
<td>0.8</td>
<td>0.44932896</td>
<td>0.449328962</td>
<td>2.41722E-09</td>
<td>2.69774E-06</td>
</tr>
<tr>
<td>0.9</td>
<td>0.40656966</td>
<td>0.406569665</td>
<td>4.75949E-09</td>
<td>3.80241E-06</td>
</tr>
<tr>
<td>1.0</td>
<td>0.3678944</td>
<td>0.36789456</td>
<td>1.52286E-08</td>
<td>5.14755E-06</td>
</tr>
<tr>
<td>1.1</td>
<td>0.33287108</td>
<td>0.332871113</td>
<td>2.90019E-08</td>
<td>6.74582E-06</td>
</tr>
<tr>
<td>1.2</td>
<td>0.30119421</td>
<td>0.301194258</td>
<td>4.60878E-08</td>
<td>8.60677E-06</td>
</tr>
</tbody>
</table>
A block multistep method developed in this study was applied as simultaneous integrator to initial value problems. This implementation strategy was more accurate and efficient than effect the conventional (step by step) integration procedures[1]. However, predictor-corrector method can handle the categories of general third order problems in which y', y'' are present.
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