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ABSTRACT

Content Based Image Retrieval (CBIR) is an evoltimgjc under image processing. Retrieval on medical
images plays a vital role in saving mankind. Melli€antent Based Image Retrieval (MCBIR) does not
stop its work in displaying similar images; it algoes one step further for diagnosis to decidertéthod of
therapy by comparing the query image and datalpasga. Hence we believe that, our work is a milaesia

the medical imaging research and will gain an apabde amount of demand in automatic diagnosis done
through artificial intelligence. While handling arye amount of data base, retrieval naturally resiube
search area. Many research works were conduct@BtR systems to yield better performance on retlie?
medical images. Here we propose a modified intedrapproach which extracts low level image features
Color, intensity, shape and texture using CertdotBbased Difference of Inverse Probability (CBP#nd
Certain Block based Variation of Local Correlatianefficients (CBVLC) for pre-processed images.
Consequently wavelet moments are calculated onetb@CBDIP and CBVLC values that leads to mining on
medical images only with 48 feature vectors. Theigrieatly reducing total number of feature vectessd for
similarity comparison for retrieval of similar imagy To know the retrieval accuracy, precision aewhlt
values are calculated for the mined 1000 imagdsadtbeen examined that this integrated approamissan
improvement in retrieval accuracy and the time ridfioe similarity comparison.

Keywords CBCLC, CBIR, MCBIR, CBDIP, Wavelet

1. INTRODUCTION Precision and recall are the two metrics used kulcde
retrieval accuracy. Preprocessing may involve image
Retrieval has its own past and present history fromresizing, image enhancement or noise removal.
text based retrieval to Content Based Image Retriev Resizing plays a predominant role in determining
(CBIR). Text based retrieval was found to be fiail training and retrieval time. Histogram equalizatisna
images due to its wrong annotation. This leadsh t widely used technique for enhancement whereashfor t
development of content based image retrieval i.e.,work based on medical images those changes are not
retrieval based on contents of image: Low levetuess required since medical images are acquired through
such as color, shape, intensity, texture. It isegqoatural ~ standards. Since presence of noise may reduce the
that the retrieval difficulty increases with respéz the retrieval performance, removal of noise is mandator
increase in database size. Many CBIR systems werédhe case of geographic images/satellite images.
developed to search relevant images from the dsgaba Once pre-processing completes, feature extraction i
CBIR system normally works with the following stage carried out to reduce the dimensionality of theadahe
Preprocessing, feature extraction and similarityching. general architecture of CBIR system is showifriig. 1.
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Features extracted from the input query image &ed t

features color, shape and texture which acts asirfea

images in the dataset are compared for retrievingvectors for comparing database image and queryemag

relevant images. The most
comparing two images in content-based image retriev

common method for

Low level image features are not only the factors
behind image retrieval, but also human interventias

is by calculating distance measure between thetinpuinvolved to build the semantic gap between higlellend

image and images in the database using featurergect
stored in the feature database.

low level image features. Relevance Feedback méexhan
is a widely used approach to overcome aforesaiat.pbo

Many CBIR systems were developed which has itshandle positive and negative feedback separatety an

own significance. Color histogram is commonly uasd
color descriptor for color feature extraction. Iraag
clustering is used as a preprocessing step to @verche
problem of handling large dataset. Ranklet tramsfis
used as a preprocessing step that generates 3siméthe
orientations vertical, horizontal and diagonal fesch
layer of RGB. Mean, standard deviation and skewasss
calculated for the 3 orientations which are theedufor
similarity matching. Morphological color descriptoare
used for color feature extraction on common imageke
work proposed by Aptoula and Lefevre (2009).

Kekre et al. (2010) proposed a Mask shape- Block
Truncation Coding (BTC) Image Retrieval System.edHer
the low level image feature, shape is extractethfthe
image using Gradient operators and the same isfosed
similarity matching. The foresaid scheme is tesbed
1000 generic images. Hemala#tal. (2013) proposed a
method for
Transform (DCT). They concentrated on color angeha

feature of an image. RGB model and DCT on segmentedecognizing hand gesture of Indian sign

image are used to extract color and shape feaflinese
feature vectors are cast-off for retrieving similaages.
Bencharef et al. (2013) used Color Histogram,

unlabeled samples, Biased Maximum Margin Analysis
(BMMA) was proposed by Zhare al. (2012) which was
named by them as Interactive Image Retrieval. Rius)

we infer that, computational time is high and it is
applicable only for generic images. Lai and Ck2oil1)
introduced an Interactive Genetic Algorithm (IGAgsked
image retrieval technique where color and textaegures
are extracted by HSV color space, Gray Level Co-
occurrence Matrix (GLCM) and Edge descriptors.
Furthermore results are refined based on evaluatains
obtained from user satisfaction test. For this kifd
retrieval, human interaction ais required. Hami@1(P)
introduced a CBIR system based on Color Layout
Descriptor and Gabor Filter. Low level image featur
color and texture features are extracted utilizithg
foresaid methods for similarity matching. Kishateal.
(2013) presented a study focused on sign languestere

CBIR system using Discrete Cosine recognition. Here image contents are extracted gusin

Gabor filter and Chan Vese active Contour model for
language.
Hiremath and Jagadeesh (2007) proposed a CBIRnsyste
based on Co-occurrence Histogram and Gradient ¥ecto
Flow field for extracting Color, Shape and Texture

Segmentation based Fractal Texture Analysis (SFTA)features for retrieval of similar images as a resil

and Zernike moments to extract 3 low level image comparing

Query
image

Feature
extraction

query image and the  dataset.
Feature extraction
Similarity
Feature compatrison
database I

Retrieved

images

Fig. 1. Architecture of general CBIR system
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Hamid and Abdullah (2013) introduced an From the review on recent papers, it has been eeami
electromagnetism optimization technique based CBHs that certain works were performed only on partictyige of
approach is implemented on 8000 images where eackmages and specific features of image. Retrieval faced
image is considered as an electrical charge. Hetegram  on those set of images. As the nature of imagesases in
_and GLCM are used for_ feature extraction on resizedihe database, complexity in retrieval process ials®@ases
images. It has been examined from the above sytem  proportionally. In this study, we focus CBIR usi@gDIP,
the computational time is high. Therefore a goothoeis CBVLC and wavelet moments based on BDIP and BVLC

required to speed up the retrieval process. defined by Churt al. (2003)
Certain CBIR systems were implemented for ' '
medical images (Dimitrist al., 2009; Nagat al., 2004; 2 MATERIALSAND METHODS

Kwak et al., 2002; Schnorrenberget al., 2000;
Zhenget al., 2003). Retrieval is performed on MRI brain
images for the given 2D MR brain image using SVM . :
based classification on the Datasets Brain Web andmgges. Heterogeneous images have been collected fr
MIDAS. To evaluate the performance, False MatcheRat various databases available in c_yberspace and S_can
(FMR) is calculated (Quddus and Basir, 2012). Tikis pentre. Images t.aken for opservatlon are ;000 rakdic
applicable only for MRI images. Gaussian Mixture Images of following categories: 218 bone images 41
Modelling Kullback-Leibler (GMM-KL) measure is used Mammogram images, 40 optical retinal images, 300
for image categorization and retrieval of 1500 brain images and 27 retinal blood vessel imageg Th
radiological images (Greenspan and Pinhas, 2007)above system works with the following stages:
Support Vector Machine (SVM) is used as a Preprocessing, Feature Extraction, Similarity
classification technique on 5000 biomedical imagesComparison and Precision-Recall Calculation. Agst f
where human interaction is involved through their step, Dataset is preprocessed and then the imageds
feedback for retrieval of relevant images. For eachare extracted using CBDIP and CBVLC. Discrete
recall, it showed 10 to 15% improvement in pregisio \yavelet transform is applied on the calculated GBDI
I(\/Fleadh'm?nH al., Zgltl_)- D|Im|tr|tset a:c. (202_9) projr?ct(_ad a8 and CBVLC values through HAAR Wavelet. Then the
edical Image ketnieval system ior radiograpniCae®  yarjyeq features are stored in the database. Quernye
using patterns. Low level image features: Coloapshand is preprocessed in the same way as the Datasefo®he

texture are extracted. Then expectation maximimatio level image Features captured from the query inigce
algorithm is applied for clustering. Generated grats are g ; P query imag
then compared with the feature vectors stored & th

compared with the patterns in the pattern datatbase Lo 3 )
retrieve the images that matches the query image. featL_lre datat_)ase. Similarity measure is computétgus
Sriramakrishnan and Shanmugam (2012) proposed guclldean_ dlstance_ measure to display the relevant
method for medical image retrieval using fuzzy edgeimages. Finally Precision and recall value is dald to
detection and segmentation algorithm where belgyfuz show the retrieval accuracy.
multilayer neural network was constructed. The Jare e
method produced 93.2% accuracy as a result ohgesti 2.1. Preprocessing
conducted on 44 images of 3 categories. From tis w  Preprocessing is the first step in any image
infer that the database size is very small. CBIRs wa processing technique to handle noise, resize oarereh
exploited on Magnetic Resonance Image (MRI) brainthe image for further processing. Here we resize th
images where the features are extracted using thirdmage by considering the feature space of largedsiz
order moment invariant functions. Binary associatio images and to reduce the time spent on featuractixin
rules are used to organize and mark significartufea and comparison. Images of different sizes are byaiie
of image database. Then the similarity comparison i matlab code and they are resized to 120x120 pixels.
performed through trigonometric function distance Importance of pre processing had been concentiated
similarity measurement algorithm (Akila and the works done by Meenakshi and Anandhakumar
Maheswari, 2013). From this study, it is understood (2013). Classification accuracy of about 2% haérb
that this method works well on MRI images. Certain obtained in brain tumor recognition. Calcagsbal.
works had been done related to diabetes diagndtlis w (2014), has mentioned the importance of removirg th
the help of one dimentional data using Haar wagdlet noise present in the image before it is processed f
Arangasamyt al. (2014), which reveals the importance of further feature extraction, which may increase the
using Haar wavelets in our proposed work. percentage of accuracy.

Figure 2 depicts the CBIR system for medical
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Fig. 2. Architecture of CBIR system using CBDIP, CBVLC and WavMements

2.2. Feature Extraction BDIP = 2 - 2 (D) )

This phase is used to extract low level image Maxl(i, )
features such as Color, Intensity, Shape and Textur
using the approaches Certain Block based Differencestep 3: Calculate skewness for each block of sk 2

of Inverse Probability (CBDIP) and Certain Block where skewness is given by:

based Variation of Local Correlation coefficients

(CBVLC). BDIP and BVLC are the concepts referred M x N w1 ) -

from the work of Churet al. (2003) and here they are Skewness ZZ( ' J @)
(MxN-1)(MxN -2) 7=\ std

renamed as CBDIP and CBVLC due to its property of
handling uncertainty (Placing a non-zero value when
the denominator becomes zero). Then Discrete
Wavelet Transform (DWT) is applied on the derived
CBDIP and CBVLC to extract reduced set of features.

In the Equation 1 and 2, | (i, j) denotes the istgnof
a pixel (i, j) and a block of size MxM. The largdre
variation of intensities is in a block, the higltiee value of
BDIP. When the highest intensity max | (i, j) irbkck is
2.3. CBDIP zero, then it may lead to get BDIP value as infirahd
) . hence uncertainty arises. This is eliminated in our
CBDIP is a block based computational approach Use‘japproach. Instead of zero, a nearly zero number is
in our CBIR system to extract color and intenséigittire g pituted in the formula to avoid the uncertaifignce
from the images. CBDIP is calculated as follows: we call this as Certain BDIP (CBDIP). Here the skess

Step1: Consider the preprocessed image of size's added to detect the orientation of the graylteas well.

120x120 and divide the image into n no of Step 4: Calculate the final value of CBDIP as Eiqua3:
blocks. Each block (B) is of size 2x2.
Step 2: For each block B, Calculate BDIP which is CBDIP=BDIPx Skewnes (3)

defined as the difference between the number of
pixels in a block and the ratio of the sum of Hence CBDIP method becomes powerful one to

pixel intensities in the block to the maximum in catch the intensity variation and direction of aidn as
the block (Churet al., 2003): well by including skewness.
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24.CBVLC

block B, respectively. The notatign(k, ) denotes a pair
of horizontal shift and vertical shift associatedwthe

CBVLC is also a block based approach to extractsix orientations like (-90°, 0, 45°-45°, 135°, 2P%s

shape and texture smoothness. It is defined as thehown inFig. 3. W, and o 4, represent the mean and
variation, or the difference between the maximurd an standard deviation of the block shifted kyk, 1)

minimum of local correlation coefficients accorditg
six orientations. CBVLC is a block-based versiorttof
VLCC (Chunet al., 2003) with 6 orientations. Each local
correlation coefficient is defined as local covada
normalized by local variance.

CBVLC is calculated using the following steps

For each block B of size 2x2

Stepl: Calculate Mean, Variance and Standard Dexiat

for both the original block and extended block

(by considering the orientation).
Step2: Calculate correlation coefficient as:

7 sl DIG T )~ by,

0-O,OO—k,I

p(k,l) =

(4)

where, B denotes a block of size MxM agh andog o

respectively. Chunet al. (2003) considered four
orientations for calculating BVLC, which suffersoiin
lack of some image contents.

(@) p(0,1) (b)p(1,0) (c)p(1,1) (d)p(1,-1) (e)p(-1,-1) ()
p('lvl)

Step 3: Calculate CBVLC using the following formula
Equation 5:

CBVLC = max[p (k, ] - min[p(k, ] (5)

For six orientations ©= {(0,1),(1,0),(1,1),(2,-1),(-1,-
1),(-,1)}wherep(k,1) is correlation coefficient calculated
in step 2 using Equation 4:

Step 4: Repeat the above steps for ‘n’ no of blocks

A sample of CBDIP and CBVLC images along with

denote the local mean and standard deviation of thehe original image is shown in tikeég. 4.

] B

(b) (©)

|
|
T
1 J a

©) ®

Fig. 3. Extended blocks based on six orientations

(b) ©

Fig. 4. Feature images (a) Original image (b) CBDIP imggeCBVLC image
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. Step 3: Repeat step 1 and step 2 till the decortiposi
2.5. Discrete Wavelet Transform (DWT) level reaches 3. (At each level, decomposition
Discrete Wavelet Transform (DWT) is applied on takes places only on LL sub band).
derived CBDIP and CBVLC. The simplest wavelet N _ _
form among the wavelets, Haar wavelet is used here. lFor_I_eveI 1 (1jec0_rr_1p05|t|on, three high band images
Four sub bands of 3 level decomposition are shawn i W'*HL(i.j), W'LH(i,j) and W'HH(i,j) denotes

Fig. 5. horizontal, vertical and diagonal orientations
Figure 6 shows the DWT Process on CBDIP and respectively and the original image fits intaMAL(,j).

CBVLC images for which steps are given below. Similarly sub bands are depicted at each level of
For each CBDIP and CBVLC Image: decomposition.

2.6. Similarity Comparison
Step 1: Decompose the image into 4 sub bands LL, LH 6.5 y pariso

HL and HH using Haar Wavelet. As per the This phase of our work is to compare feature
wavelet procedure, the original image fits into vectors of query image and feature vectors of data
the LL sub band and the remaining sub bandsbase images and it is shownFig. 7. In our approach,

acts as detail matrices. number of feature vectors to be compared is greatly
Step 2: Calculate Mean (1) and Standard Deviatign ( reduced to 48. Euclidean distance measure is used t

for the 4 sub bands as Equation 6 and 7: calculate the distance. Threshold is set as 0 lot®.

retrieve the relevant images based on the distance
no 1 np measure.

Hh=— > Wi (6) 3 |

mn ()W, 2.7. Precision and Recall Calculation

I Precision and recall are the two metrics commonly
ol = \/N > (Wa ) —Hp)? (7 used for calculating retrieval accuracy and theg ar

mn ()0 calculated as:

where, n and m denote decomposition level and sub,

: . . : Precision = Number of relevant images
band orientation respectively, N is the number of . : .
- . o : : retrieved/Total number of images retrieved from
coefficient in the mp sub band W) (i,j) the intensity data base
of a pixel (i,j) in the sub band image/" and p, and « Recall = Number of relevant image
o, are the mean and standard deviation of absolute retrieved/Total number of relevant image in the
values of coefficients in the myrsub band respectively: data base
LL; | HL,
LH; | HH HL2
o 3 HL,
LH, HH,
LHE I’[I’Ig

Fig. 5. 3 Level decomposition
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24
Feature
Featu
(;BDIP vgimlis vectors from
lmage Discrete CBDIP
wavelet
transform
(Haar wavelet)
Feature
C_BVLC vectors from
image CBVLC

Fig. 6. DFD for DWT on CBDIP and CBVLC

Feature vector of
query image

Similarity

; Relevant images
comparison 2

Feature DB

Fig. 7. DFD for similarity comparison between query image dataset

3. RESULTS images for the given query image where the firstiron
depicts query image and the remaining column shows

The CBIR system discussed here was implementedetrieved images. In previous literatures, an aera
using Matlab 2012a on Intel P4 2.2GHz, 4 GB memory accuracy of 84% and even more had obtained faralat
and Windows 7 operating system. Each image in theimages with 96 feature vectors . In our proposedkw
database is considered as a query image to resiiar our major concern is to retrieve the medical imagih
images. After Preprocessing, images are resized tdess number of features.
120%x120. Resized image is given as input to the nex
stage, feature extraction. CBDIP and CBVLC are used 4. DISCUSSION
extract features. As a result, we get reduced indgize
60x60. Then DWT is applied on 60x60 CBDIP and  The precision and recall curves obtained are é&sifs!
CBVLC Image. Haar Wavelet on the given input (CBDIP Figure 9 shows the relationship between precision
and CBVLC Image) produced 48 feature vectors for 3and recall. FromFig. 10, it is understood that,
levels of decomposition. i.e., 24 feature vectaisdach ~ CBDIP+CBVLC moments outperforms in precision
image. Features extracted from the query imageham®  scores with 48 feature vectors (reduced set ofufeat
compared with the features stored in the featutebdse  vectors) when compared to BDIP+BVLC moments
created as a result of training the image datalrasetal based on 96 features. The major claim in our werk i
of 1000 images were taken to verify the accuracthef that, the feature size is reduced by a factor o tw
proposed system. 48 feature vectors are usedrieveet thereby reducing the time taken for comparing the
relevant imagesFigure 8 shows the top 5 retrieved query image and dataset.

///// Science Publications 1503 JCS



Thenkalvi, B. and S. Murugavalli / Journal of CortgnuScience 10 (8): 1497-1507, 2014

B 5] (5[8 D
33383

(e)
Fig. 8. (a) Retinal blood vessels (b) Retinal fundus imggg8rain MRI (d) Mammogram images (e) Skull MRI
0.85, ! j j j j .' !

0.8

e
9
h

Precision

o
&S

100 | PO NREUNE SENRS URSVNUN SR | WEVENS SERgSS SLeSS

; ; i i i
02 03 04 05 06 07 08 09 1
Recall

Fig. 9. Precision Vs. recall
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Fig.12. Comparison between proposed method and other works

Few CBIR systems are compared with our images approaching to infinity. Hence, the futurerkv
proposed methodology as shownFfig. 11 and 12.  in the related topic is mainly to accommodate more

Figure 11 is a bar representation of average precisionjmages from various medical challenges, so as to
obtained through various methods. Indexes from 1 toreqyce the diagnosis burden.

5 in x axis represent the methods as givefkim 12.

Which is a line chart showing the comparison betwee 6. REFERENCES
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