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Abstract: Problem statement: Scientific translation represents an importantastren the current
century due to explosion of the information revint The translation of scientific text is stilhited

in accuracy due to the fact that the scientifiengicannot be translated appropriately. Word ordlesr
are very important for the generation of sentennethe target language whereas the word order in
Arabic language is different from the order in Esigl Any Arabic Machine Translation (MT) system
to English should be able to deal with word ordgsproach: The aim of this study is to introduce-
MT (Verbal Sentence rule based Machine Translatiamjautomatic system for Arabic verbal sentence
of scientific text to English translation usingriséer based approach. Verbal sentences constitate t
majority of Arabic scientific documents. The systé@miolves three phases: analysis, transfer and a
generation phase. The transfer method is one ofrule based approach category and the most
common technique used in machine translation sysResults: The system was trained on 45
verbal sentences from different Arabic scientifxttand tested on 30 new verbal sentences from
different domains. An experiment performed involveemparison with two other machine
translation systems namely Syzran and Google. tharacy of the result of the designed system is
93%. Conclusion: VS-MT has been successfully implemented and testechany verbal sentences
from different field of Arabic thesis. An experimtawas performed which involves comparison with
two other machine translation systems namely SyareahGoogle. Our approach is efficient enough to
translate Arabic verbal sentences of scientifi¢ teXEnglish.

Key words: Machine translation, scientific text, Natural Laage Processing (NLP), Verb-Subject-
Object (VSO), Modern Standard Arabic (MSA), humaranslation, syntactic
characteristics

INTRODUCTION machine translation is intended due to the lack of
accuracy in available MT systems such as Google,
Machine Translation (MT) is an application of expensive human translation, the growing number of
Natural Language Processing (NLP) and the area afsers on the Internet and for quick online
information technology. It deals with the transdatiof = communication. Arabic is one of the main languages
human languages such as Arabic and English. Theonsidered in very early days of MT. The initialdies
translation can be in one direction (uni-directidra in  focused mostly on dictionaries and morphology. Few
translation from Arabic to English, in two direai® systems and research have dealt with Arabic largyuag
(bi-directional) (Ghurabet al., 2010) as in the due to its syntactic characteristics which areedéht
translation from Arabic into English and translatio from Latin characteristics (Mokhtaet al., 2000).
from English to Arabic, or in more than two dir@ets  Scientific translation represents an important flow
(multi-directional) back and forth. The translatiofi ~ the current century due to explosion of the infaiora
natural languages by using machine has become ravolution that started from last decade. The arhotin
reality in the late of twentieth century (Hutchiagad  scientific information in foreign languages as wad
Somers, 1992). The aim of MT systems is to producérabic language used all over the world as repoited
the best translation without human assistance. ThECCSET (1993) is that 50% of science and technology
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literature. The Arabic sentence is generally cfassias  approach using unification based grammar to tréamsla
either nominal sentence or verbal sentence (Rydingznglish scientific text to Arabic. Up to our knowilge,
2005). Verbal sentence is a sentence that statts withe translation of Arabic verbal sentence of sdfient
verb and the Verb-Subject-Object (VSO) is the défau text to English is exceptional as there is no osfiilar
order in Arabic verbal sentences or more commonlstudy so far.

used unlike English which allows SVO only. Word

order rules are very important for the generatidn oArabic Language characteristics: Arabic is a Semitic
sentences in the target language where the worer ordlanguage, as most of researchers of MT found ouititab
in Arabic language is different from the order in its dgnvatlonal and _|nflec_t|or_1al rich _morpholog'y'he
English. Any Arabic Machine Translation (MT) system Arabic language written is in a horizontal way from
to English should be able to deal with word orddre  '19ht to left. It has 28 in which 25 are consonaatsl
aim of this study is to describe VS-MT an automate hree are vowels. It has free word order. It islwel

system that translates Arabic verbal sentences Opought—out by chh using the grammar. In addmtm,.
N . . . characters are different from Latin characters tvhic
scientific text into English by applying transfer

approach. Word order problem is also tackled ims thi ;?)?rlrﬁes |(t)faA(;I;fgﬁ:ulltalr?;l?;§é;ei.et? Sé?;jsﬁicz]e,ér\?agirgittr\:\é
system by rely_ on the grammar of both languageggeq i Quran and Modern Standard Arabic (MSA)
Arabic and English. which is the general language of all spoken Arabiis
also the form of Arabic used in TV, radio, newspgape
Related work: Nowadays the translation from and to In this study we refer to the Modern Standard Acabi
Arabic has gained much interest from many machindMSA) type of Arabic.
translation researchers. Since the growing numiber o
users on the Internet and the propagation ofArabic part of speech: The sentence in Arabic
communication, this leads the researchers to fowwg  language can be categorized in many parts. This
in Arabic works and try different approaches ineartb  category is called part of speech. A word can take
improve the MT quality. Shaalan (2000) applied different part of speech in different context (Aledet
transfer based approach to develop MT system t@l., 2010). As Attia (2008) pointed out, the
translate Arabic interrogative sentence to Engiish conventional classification of Arabic parts of spee
agriculture domain. In the integrative sentencesyth into nouns, verbs and particles is not enough féulla
use the imperative form of the verbal sentenceerBal  computational grammar. According to Saleen al.
al. (2008) developed rule based approach using rae a (2008) they classified the parts of speech intonsou
reference grammar based on Interlingua approach tggjective, adverbs, verbs, demonstrative and athers
translate from Arabic to English. They used the
representation of the logical structure of an Agabi arapic verbal sentence: Arabic verbal sentence is
sentence in the proposed system. Their aim is 0Wsh 5,4ther type of Arabic sentence besides nominal
how characteristics of Arabic language will afféee  (oqience. It holds a verb and one or more partitipa
progress of MT tool. Recent study in Arabic by &bir *\yhere a5 the default word order in Arabic verbal
et al. (2010) translates Arabic noun phrases to Englis@entence is: Verb (V), Subject(S) and Object (Q¥hs
using transfer based approach. In addition, Shaetlan S, sl e | A“ read the book”. Additional
al. (2004) used transfer approach to translate Englis c;:urr.encehorder is: Subject (S), Verb kV) and ©bje

Noun Phrase (NP) into Arabic. As they mentioned, th O | e SA "
NP translation is significant because NPs form the(o) such as;: 2 e “Ali read the book’, but not

majority textual content of the scientific and teutal a common order. The simple verbal sentences

. . components are: verb, subjeci=@), direct object
documents. Lonsdalet al. (1994) applied Interlingua . Lesll L
approach to build MT model to translate techniext t (4 Jsée) and complemertlesll J<) such as adjective

from English to French. They mentioned that machine‘zgd ri(ijs\/s?rrwb' Aﬂ(t)r\xeesveefo%p;on\?er;tg,éleéc;igte;réz V?;h:]’ be
translation for scientific text is possible if warccome fruct g diff ' t It h b
close to the problem in the correct way. Stalls andtOnstructed in a ditierent way. it can have only

Knight (1998) translated named and technical termg"itg subjelct; verb ar&d SlépjeCt and complement.esbv
from Arabic text to English based on statistical 2"d complement and subject.
approach. They mentioned that the translation ofeth

and technical terms is a problem when two languages MATERIALS AND METHODS
that carry different alphabets are involved, such a
Japanese/English and Arabic/English. Mokhgaral. System architecture: The system is based on transfer

(2000) presented MT module based on transfempproach that translates Arabic verbal sentence of
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scientific text to English. The steps below show th el + J) clie Y

summary of the system: ) ) ) o
Syntactic analysis or parsing:the sentence is divided

+ Input the Arabic verbal sentences or analyzed into basic parts to find out its grarticah

* 2. The preprocessing task starts and involvestructure. The morphological analyzer returns te th
handling each sentence individually by performingparser the words in it singular form with a numiér
!oop. Tokenization process tokenizes each sentenggaires such as the verb tense and number of & nou
into many tokens (words) _(Shaalan, 2000). The result of the parser could be

* The analysis phase (Morphological and Synt"]‘Ct'crepresented in a tree of phrases calls parse thegew

ana_ly5|s)_ 'S whe_re Arabic _morphologlca_l analyzereach phrase stands for the verb, subject and oldjact
devises information about inflected Arabic word as . .
well as identifying some of its features and example of Arabic verbal sentence parse tree isvisho
eliminate affixes (prefix and suffix) from it. The N Fig. 2. Considering the verbal sentence®se s

parser then starts to determine the structure ef thJ<=¥! <sl & JSLid'the subject in this sentence is
sentence (relationships among parts of verbafdjective Phrase (AP)JSWAl (e xae’,

sentence) . ) .

. After the analysis phase is completed, the transfeEssentlally t_here are two transfe_rs.LexmaI transfer

| . ' nd Syntactic transfer, where lexical transfer arge

phase starts and involves lexical transfer where i rabic words to English words and syntactic transfe
searches for an equivalent English meaning of eaclychange parse tree of Arabic verbal sentence to
word node in Arabic parse tree, by referring to thegqyivalent English In addition, the bilingual distary is
bilingual dictionary. Syntactic transfer involves egsentially in transfer method The proposed bitihgu
transferring an Arabic parse tree to an Englishgictionary has a huge number of stems words fobiara
parse tree. It relies on the grammar of the twoand English languages with all their features aad pf
languages speech. Figure 3 shows an example of lexical teansf

* The generation phase is where the morphological Next are list of the transfer rules of Arabic \arb
generation constructs the inflected English wordsentence into English structure representatiort, tte
based on VS-MT system handled with some examples to be more

: ) _ obvious.
English grammar rules: The syntactic generation

involves English parse word tree to traverse andiransfer rule 1. This rule states that for any verbal
generate the final structure of the English serdghat  sentence, it has the pattern: [V N1 N2 ADJ] andéh

is equivalent to the translated verbal sentence. _carries future meaning. It should be transferredhe
The overall process of the transfer approach ipattern: [PRON AUX V ADJ N2 N1] when translated
illustrated in Fig. 1. to English.

The system needs to go through the preprocessing . o
task before going to the analysis phase which iresl ,!:or gxample, the verbal senten‘g‘;e 45“ .
the tokenization process. The purpose of the¥s .W.hIC-h should be translated to “we will design a
tokenization is to split the running sentence iiokens, ~ NW irritation system”. The transfer process ofthese
The token is the smallest syntactic unit. It caraheord ~ tree of this sentence to the target language semtisn
or a part of a word (Attia, 2008). The sentencgi$ illustrated in Fig. 4.
clall e Y =8"will be tokenized as: >, .
<uaii>, <S>, < Jle>, < lill>. Once tokenized the Transfer rule 2: This rule states that for each verbal
sentence is ready for analysis stage. In analyaiges Sentence, it has the pattern:[ V N1 N2 N3] and/ésh
the information about source language only is neede carries past perfect meaning. It should be trareder
Therefore, monolingual dictionary for Arabic hashe into the pattern: [N1 PREP N2 N3 AUX V]. This
used in this phase. The monolingual dictionary &as procedure is illustrated in the verbal senteng& : 1l
huge number of stems with its features which dbscri .l (=liss” as an example and it should be translated

the stems and their Part Of Speech (POS)o “program of decrease debt has succeeded”. The

Morp_hological anal_ysis extracts the stem of areictéhd _ transferring process to this sentence is showngnge
Arabic word and it could as well find the syntactic

category of the stem (Mohammad, 2000). An examplélransfer rule 3: This rule states that for each verbal

for morphological analysis is as follows: sentence, it has the pattern: [V Broken plural N1
Broken plural ADJ] and its verb carry imperfect
Gt ot e SIPE category and start withy”.
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Fig. 1: The process of the system
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/NN
NN PP ADJ
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Fig. 2: An example of (SL) parse tree

VS (VP (V (ualaiud), NP (N (223). PP (P (). NP (N

R e ——

ES (VP (V (extract), NP (N (oil))), PP (P (from), NP (N
(herb)))

Fig. 3: Lixical transfer

AS (VP (V (pesind), NP1 (N (), NP2 (noun (),
Adj ()

S ——

ES (VP (V (design)), NP (Adj (new), N (irrigation))),
NP (N (system)))

Fig. 4: An example of transfer rule 1

280

AS (VP (V (Z¥), NP (N (z+£.), N (0=58). N
CED)

p—

ES (NP (N (program), N (decrease), N (debt)). VP
(V (succeed)))

Fig. 5: An example of Transfer rule 2

AS (VP (V (e5), NP1 (N (1)), NP2 (N (341,
NP3(N (=) (Adj ()

<>

ES(VP(V(encourage).NP1(N(family)).NP2(N(attentio
n)).NP3(Adj{orphan)N (children))

Fig. 6: An example of Transfer rule 3

It should be transferred into the pattern: [PRON
V Broken plural N1 ADJ Broken plural] as shown in
Fig. 6 considering the sentenc@ib>d oLiwdl May) aaii
4. Broken plural refers to plural noun.

Transfer rule 4: This rule states that for each verbal
sentence, it has the pattern: [V N1 N2 ADJ ] ard it
verb carry passive meaning. It should be trandferre
into the pattern: [N1 AUX V ADJ N2].

Transfer rule 5: This rule states that for each verbal
sentence, it has the pattern: [V N1 N2 N3 ADJ] &ad
verb start with future character likex". It should be
transferred into the pattern: [AUX V N1 N2 ADJ N3]J.

Transfer rule 6: This rule states that this rule states
that for any verbal sentence, it has the patte/nN[

N2 N3 ADJ]. It should be transferred into the patte
[N1V N2 ADJ N3J.

Transfer rule 7: This rule states that for any verbal
sentence, it has the pattern: [AUX V N1 PREP Broken
plural N2] and its verb ends with": It should be
transferred into the pattern:] V N1 PREP N2 Broken
plural].

Transfer rule 8: This rule states that for any verbal
sentence, it has the pattern:[ V N1 N2 Broken plura
N3] and its verb start with.'. It should be transferred
into the pattern: [PRON V N1 N2 N3 Broken plural].
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Transfer rule 9: This rule states that for any verbal Transfer rule 19: This rule states that for any verbal
sentence, it has the pattern: [V N1 N2 PREP N3]. Isentence, it has the pattern: [V Broken plurall N&L
should be transferred into the pattern: [N1 N2 VEPR Broken plural 2] and its verb start with’.' It should be
N3 Broken plural]. transferred into the pattern: [V Broken plurall N1
Broken plural 2 N2].

Transfer rule 10: This rule states that for any verbal

sentence, it has the pattern: [V N1 N2 PREP Brokemransfer rule 20: This rule states that for any verbal
plural] and its verb start witho'. It should be sentence, it has the pattern: [V Broken plurall PRE
transferred into the pattern: [PRON V N1 N2 PREPBroken plural2]. It should be transferred into the

Broken plural]. pattern: [Broken plural V PREP Broken plural N].

Transfer rule 11: This rule states that for any verbal Transfer rule 21: This rule states that for any verbal

sentence, it has the pattern: [V Broken plurall Ngentence, it has the pattern: [V N ADJ ADV] and its
Broken plural2] and its verb start with'. It should be e start with &', It should be transferred into the
transferred into the pattern: [PRON V Broken pliral pattern: [PRON AUX V ADJ N ADV].

Broken plural2 N]. Transfer Rule 22: This rule states that for anybaer

sentence, it has the pattern: [V N1 N2 ADJ]. Itddo

Transfer rule 12: This rule states that for any verbal be transferred into the pattern: [N1 V ADJ N2].

sentence, it has the pattern: [V Broken plural hj &s

verb start with &', It should be transferred into the R
pattern: [PRON V Broken plural N]. Transfer rule 23: This rule states that for any verbal

sentence, it has the pattern: [V N1 PREP N2]. didh

Transfer rule 13: This rule states that for any verbal P€ transferred into the pattern: [N1 V PERP N2J.

sentence, it has the pattern: [V N1 N2 N3] and/és o
start with &, It should be transferred into the pattern: 1ransfer rule 24: This rule states that for any verbal

[PRON V N1 N3 N2]. Otherwise it should transferred Sentence, it has the pattern: [V Broken plurall Nl
to [N1 V N3 N2] N3 ADJ]. It should be transferred into the pattern:

[Broken plural N1 V N2 ADJ N3]J.
Transfer rule 14: This rule states that for any verbal
sentence, it has the pattern:[V N ADJ Broken pljral Transfer rule 25: This rule states that for any verbal
It should be transferred into the pattern:[N V ADJsentence, it has the pattern: [V Broken plurall N1
Broken plural] PREP Broken plural2 N2]. It should be transfernetd i

the pattern: [Broken plurall N1 V N2 Broken plufal2
Transfer rule 15: This rule states that for any verbal
sentence, it has the pattern: [V Broken plural N és Transfer rule 26: This rule states that for any verbal
verb start with &'. It should be transferred into the sentence, it has the pattern: [V NPREP Broken fjlura
pattern: [PRON V Broken plural NJ. and its verb end with<'. It should be transferred into

the pattern: [PRON AUX V N Broken plural].
Transfer rule 16: This rule states that for any verbal )
sentence, it has the pattern: [V Broken plurall NTransfer rule 27: This rule states that for any verbal
Broken plural2 ADV] and its verb start with'. It ~ sentence, it has the pattern: [V ADJPREP Broken
should be transferred into the pattern: [PRON AUX Vplural] and its verb end with¥", It should be transferred
Broken plurall N Broken plural2 ADV]. into the pattern: [PRON AUX V ADJ Broken plural].

Transfer Rule 28: This rule states that for anybaer
Transfer rule 17: This rule states that for any verbal Sentence, it has the pattern: [V. ADJPREP1 Broken
sentence, it has the pattern: [V Broken plurall ADJplural PREP2 N1 N2] and its verb start with.'It
PREP Broken plural2 ADV]. It should be transferredshould be transferred into the pattern: [PRON V ADJ
into the pattern: [PRON AUX V Broken plurall N Broken plural PREP2 N2 N1].
Broken plural2 ADV].

After the transfer phase finish the system will bego
Transfer rule 18: This rule states that for any verbal to the generation stageGeneration stage is commonly
sentence, it has the pattern: [V Broken plurall ADJseparated into two parts, syntactic generation and
PREP Broken plural2]. It should be transferred i@ = morphological generation. Morphological generation
pattern: [Broken plurall V ADJ Broken plural 2]. that generates inflected English word in its cdrfeam
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based on a set of grammar rules for English languagmeaning when translated to English, with third a@lur
where the English word passed from the transfegesta subject pronoun. The following rule has been added:

in its singular from some features. However, in the [V [imperfect categoryand starts with future
analysis phase, the Arabic words with their featiaee ~ Markers]

stored in a separate array. As happened earlignen <>'We' + ‘Wil + V]

transfer phase, the main features for every Aralird
from the bilingual dictionary as well as its equéesa
English words are stored in another array. Thespsst
are carried out to prepare and pass them (the Wwtods
the morphological generation. Furthermore, the gens
generat?on rules that have been applie_d and ther oth [V [starts with & we' + V]
generation rules that have been added in the pages g . asuiils  — discusss we discuss

explained in the following. If the category of the verb is imperfect verb &nd
starts with present continuous markers like theetst
“<” then the following rules will be added:

Such aspaxivis —review —  we will review

If the verb starts withc?, it refers to present tense
with third plural subject pronoun, the followingelhas
been added:

Tense generation rulesEach verb in Arabic has certain
feature that represents certain tense when tradstat
English. From the prefix and the suffix that ategho
the verb, additional information can be known atibet
verb. The following points describe the tensessrthat
have been generated in VS-MT system.

If the category of the verb is an imperfect vehis
means it refers to the present tense when tradstate
English. The following rules have been added: [V [present continues markers and plural subject]
[V (imperfect category and singular subject) V +'s’ g a0 v/ +ing]]
where V refers to verb. Such as: 2t eansSV) (ol fig

[V [present continues markers and singular subject]
‘is’ +V +'ing’]

researcher is talking about the scientific heritage

<l “ “lack of the oxygen affects on water”. Such as: &Il iVl o elalall Sisay S 3

V [(imperfect category and plural subject )] no “researches of the scientists are concentratinghen
need to add ‘s’. global warming”.

Such as: dlbaidll e pall Clic¥) 5 “herbs If the category of the verb is imperfect verb and
belong to many groups”. carries passive meaning when translated to Entjiesin

If the category of the verb is perfect and thebver the following rule will be added:

ends with Y, it becomes past perfect verb when [V [imperfect verb and passive feature] ‘is’ or
translated to English with third plural subject poan.  ‘are’ + V]

the following rule will be added: Such as: 4ol e @l bsbi uE “lines of the

irrigation are distinguished about the old *“.

[V [perfect category and ends with]
we’ +‘have’ + V] If the category of the verb is perfect verb and
carries passive meaning when translated to Entilisi

Such astbaY— noticed— we have noticed. . ;
the following rule will be added:

If the category of the verb is perfect and does no
end with ¥, then when it is translated to English, it
will carry past perfect meaning. The following raile
have been be added:

[V [perfect verb and passive feature]
< ‘was’ or ‘were’ + V]

[V [perfect category and singular subjeet]has '+V]. Such as: & 48 sk ol 22" 7 the system was prepared
Such as: su 8 il 4l _all @ ekal” “the study has showed by good manner”.
unique results” Noun and preposition generation rules:

[V [perfect category and plural subjeet] ‘have’ + V] . ) .

Such as: 85l e wall G ladll @kl “the experiments  The  postfixes noun () <lad): If there is a
have showed many benefits”. compound noun where the first without the article
If the category of the verb is an imperfect venda “»,S" is undefined and the seconds’=" is defined,
starts with future markers likes, it refers to the future this is known as the postfixes noun.
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Arabic [[undefined] N1:51, [defined] N2:52]

P OE—

English equivalent [N1:$1[ PREP:”OF”]

Fig. 7: Generation rules for the postfixes noun

Arabic [(defined) N: $1, (defined) ADJ: $2]

<

English equivalent [ (art:” the™) ADJ: SI.N:
$2]

Fig. 8: Generation rules of defined adjective

Arabic [(undefined) N: $1, (undefined) N2:
§2, (defined) N3:53]

S ——

English
PREP:"0f"N2:$2:N3:531

equivalent [N1:81,

Fig. 9: Generation rules for undefined adjective

Arabic [(undefined) N: §1, (undefined) N2:
82, (defined) N3:83]

—

English
PREP:"0f"N2:$2:N3:83]

equivalent [N1:81,

Fig. 10: Generation rules of three consecutive
283

-

-

Arabic [NP1:81 [start with PRER], NP2: §
[start with the same PREP]]

<

English equivalent [ NP1:51,PREP, NP2:§2]

Fig. 11: Generation Rules Of Preposition

For example, the phrasecfesY) =i “when
translated, the proposition “of” will be added &®wn
in Fig. 7.

The Definition generation rules: If there are defined
noun with defined adjective in the noun phrase aagth
eulill 21237 the article ‘the’ will be added before the
adjective in the translation as shown in Fig. 8.

If there are undefined noun with undefined
adjective in the noun phrase such g@éws s, the
article “a” or “an “will be added before the adjeet
based on the beginning character of the adjecttve a
shown in Fig. 9.

Generation rules of three consecutive nounsf there
are three consecutive nouns following each other, i
which the first and the second are undefined wihite
third is defined such asyall u=lisdl =", then the
proposition ‘of’ will be added after the first noimthe
translation as shown in Fig. 10.

Generation rules of preposition: If there are two
following noun phrase that start with the same
preposition the first one will be removed and the
translation to it will be added before the second
translated noun as shown in Fig. 11. Consider the
sentence ALY Jal3d oLud Y oL “we encourage
families the attention to the orphan children”.

Generation rules of plural: The appropriate letters
will be added based on the end of the English vesrd
some letters have been removed from the end of
English word before adding one of the plural lettar
make the English word plural. This excludes irregul
cases such as “children” will be stored in the base.
Some example of plural English word:

Research es researches
Study ies  studies
System S systems
Factory ies factories
Chapter s chapters
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Syntactic generation the English parse treeusd” is translated to “program of decreasing debt we
traverses to produce the final structure which tteem  has succeed”.
the English sentence be generated.
Ambiguity of the preposition: This problem is due to
Input: AWy JWl3U oLl JaV) aads some preposition can have two different meaninggor
be omitted when translated to English such as the

Transfer: Encourage family attention orphan children preposition’<"can be “of’ or “from”. The sentence

- _ “abadl e LI G, 5" is translated to “We have visited a
Output: we encourage families the attention to orphang; of factories”

children.

RESULTS AND DISCUSSION The imperfect verb ambiguity: This problem is due to
the translation of imperfect verbs in case of siagu
Taking into account of the process of producingsubject are treated the same. The sentendall “,dx
grammatically and syntactically acceptable wordthn =S <" is translated to “the water is considered a
target language can lead to high quality MT systenfhemical solvent”

output (Zuntout and Guessoum, 2000). The ideaisf th

experiment is 1o tESt. the system on new verba re some verbs when translated to English become
sentences to be convinced that the system output Hemonstrative pronoun with auxiliary verbs. For

acceptable. The evaluation methodology is applied Oexample, verb %" has two English equivalent
30 verbal sentences from different Arabic scientifixt meaning “there is”, “there are”. Such agsl ) 4le 2 5

and different domain. The methodology is based on..)” translated to “there are a positive co relation”.
making comparison between the outputs of the The experiment performed involved 30 test
designed system for the test examples and the humaxamples and the score between 0- 0 was given based
translation for the input sentences. It also ineslv on the problems that appeared in the target semtehc
comparison with two other machine translation syste each system. The score is given by human spedialist
namely Systran and Google. translation and it tests the differences amondthaan

There are some mismatches test examples whictianslation and the machine translation systems. An
arise some problems in the target sentence. Thexample of the experiment result shows in Table 1.

following specifies the problems that appearedhe t The entire problems that appeared in the target
target sentence. sentences of each system (Systran, Google and VS-MT

with their frequency occurrences are shown in T&ble
Synonyms problem: This problem occurs because The table shows that the total of each problemver
different synonyms of verbs and nouns are involvedMT system is less than the other two systems which
For example, the noun=t" could be affirmation, means that VS-MT system gives better translation.
assertion or assurance and the vegb<” could be The percentage of the total score for each sysem
involve, include or contaiffor example the word 10 ated by dividing the total score by 30 whisthe

uftagfnexntatP n ;'n Fh?‘, “translat|o.n of the Sentence . mper of the test examples. The system is evaluate
i) (L) A o "we explain how the society out of 10. Table 3 illustrates the overall percgataf
fragmentation” is not a common word. ) percg
each system.

Syntax problem: This problem occurs because some |tSeems that Systran performs worst in transiaio

verb phrases in the same pattern come in differerff’@PiC verbal sentences. It has 57% accuracy ohliew
position when translated to English. For examphe t Google gave better translation when compared tor&@ys

verbs that carry future meaning may come befoee thWith 77% accuracy. On the other hand, VS-MT has

subject. The sentences S 4wl Al glké (<5 " is hig_her_accuracy of 93%. It is clear that, VS-MTteys
gain higher percentage than the other two systewes)

with the six problems that occur in the target secé of
the test examples. Based on the linguistic rulasubed
Tokenization ambiguity: This problem is due to the in the designed system, the VS-MT system obtaislgo
verbs that start with a certain subtokens suchvasre  quality translation in comparison with the transiat
translated the same. The sentence=tsil zdi» =»3  done by Systran and Google.
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mbiguity of the meaning: This problem is due to there

translated to “A great importance of thelucation
sector”.
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Table 1: An example of an experiment test

Verbal sentence (SL) Translation Arabic Ty Human translation problem (No) Problem Score
s Juail plsi aemis New regime of communication will design Systran
We will design a new communication system  Google
We will design a new communication system  VS-MT Wik design a new
communication system 2,3,4 7
Ladinall sl 44S = i Clarifies despotic his division gathered Systran
Clarifis despotic his division gathered Google 01
We explain how the society fragmentation VS-MT @¥plain how the 1,2,3 10
society split 1,2 8
1 9

Table 2: The Test Set Results with Total frequena each system  Attia, M.A., 2008. Handling Arabic morphological én
No.The problem Total Systran Google  VS-MT syntactic ambiguity within the LFG framework

Synonyms problem 44 26 13 5 . . . . .
Simaxypmglem 39 27 10 5 W|th a view to machine translation. Ph.D. Thesis,
Tokenization ambiguity 43 20 12 1 University of Manchester.

F;;f":;g‘;ﬂ/::gg%‘;yuit 22 107 g ; FCCSET, 1993. 1993. Machine Translation
Megning ambiguity oy 2 0 0 2 Technology: A Potential Key to the Information

Age. 1st Edn., The Committee, Washington, D.C.,

Table 3: Experimental results

- - pp: 54.
Machine translation Systran Google  VS-MT
Full score 171 731 579 Ghurab, M., Y._ Zhu_ang, J. Wu a_md M.Y. Abdullah,
Percentage 57% 77% 93% 2010. Arabic-Chinese and Chinese-Arabic Phrase-
based statistical machine translation systems.
CONCLUSION Inform. Technol. J., 9: 666-672.

Hutchins, W.J. and H.L. Somers, 1992. An Introdurcti

Machine Translation (MT) system has been discussed @ Machine Translation. 1st Edn., Academic Press,
that is based on the transfer based approach.yEtens London, ISBN: 012362830x, pp: 362. _
receives Arabic verbal sentences as an input. Theonsdale, D.W., AM. Franz and J.R.R. Leavitt, 1994
necessary rules have been applied to identify their Large-scale machine translation: An interlingua
structural representation which can be helpful to  approach. Carnegie Mellon University.

identify the English structure representations.Tttee ~ Mohammad, A.A.E.M., 2000. Machine Translation of
target English sentences can be generated from such houn phrases: From English to Arabic. M.Sc.
representations after applying the required grammar Thesis, Cairo University.

rules by considering the relational grammar of bothMokhtar, H.M.O., N.M. Darwish and A.A. Rafea, 2000.
Arabic and English. The rules are applied in edahjes An Automated system for English-Arabic
of the process from the input sentence until thiputu Translation of Scientific text (SEATS). Cairo
sentence is generated. There are several reasans th  University.

make transfer-based approach desired by MTRyding, K.C., 2005. A Reference Grammar of Modern
community (Trujillo, 1999). These reasons are  Standard Arabic. 1st Edn., Cambridge University
segments of transfer modules which can be usefahwh Press, Cambridge, ISBN52177151X, pp: 708.

two languages that strongly related to each other a Salem, Y., A. Hensman and B. Nolan, 2008.
included, simple analysis and earlier developmeint 0 |mplementing arabic-to-englishmachine translation
grammar. The designed system can be used as a stand ysing the role and reference grammar linguistic

alone tool and can be very well incorporated with @ model. School of Informatics and Engineering,

general MT for Arabic scientific text. Dublin, Ireland.

Shaalan, K., 2000. Machine translation of Arabic
interrogative  sentence into  English. The
Pennsylvania State University.

Shaalan, K., A. Rafea, A.A. Mmonem and H. Baraka,

In this study, an Arabic scientific text to Englis
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