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Abstract: Duplicate record detection is important for dataggpcessing and cleaning. Artificial Bee
Colony (ABC) is one of the most recently introducddorithms based on the intelligent foraging
behavior of a honey bee swarm. Our approach toicatel detection is the use of ABC algorithm for
generating the optimal similarity measure to decideether the data is duplicate or not. In the
training phase, ABC algorithm is used to generb&dptimal similarity measure. Once the optimal
similarity measure obtained, the deduplicationeshaining datasets is done with the help of optimal
similarity measure generated from the ABC algoritiifte have used Restaurant and Cora datasets
to analyze the proposed algorithm and the perfoomanf the proposed algorithm is compared
against the genetic programming technique withhigle of evaluation metrics.
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INTRODUCTION are known as identical if they have the same ha#lev
This is a very popular service imbibed in multiple

Normally, organizations become conscious ofproducts (Harniket al., 2010; Gunawiet al., 2005;
practical precise disparities or inconsistenciesilavh Douceuret al., 2002); Block-level deduplication, which
integrating data from diverse sources to implemgnt breaks files into blocks and stores only a singlgycof
data warehouse. Such problems belong to the categoeach block. The system could either use fixed-sized
called data heterogeneity (Ahmetchal., 2007). blocks (Quinlan and Dorward, 2002) or variable-gize

With the increase in size of the database the&hunks (Muthitacharoemt al., 2001; Vrableet al.,
problem intensifies taking into account the huge2009). The architecture of the deduplication solutis
amount of computational resource required formodeled by two basic approaches. In the targetebase
examination and removal of duplicate recordsapproach deduplication is managed by the target-dat
(Haidarianet al., 2006). Duplicates can occur out of storage perhipherals or service, while the client i
numerous scenarios, for instance when a large as¢ab ignorant of any deduplication that might occur. ®eu
is updated by an external source and registry nisnbebased deduplication is performed on the data at the
are not accessible or are in error (Winkler, 2001). client side only before it is transferred. Partly,

File systems often contain superfluous copies othere is communication between client software thed
information: identical files or sub-file regionsennaps backup server to check for the presence of files or
stored on a single host, on a shared storage gluste blocks (Harniket al., 2010). Two well-known source
backed-up to secondary storage. Deduplicating gtora de-duplication methods, source local chunk-level de
systems take advantage of this redundancy to dexreaduplication (Taret al., 2010) and source global chunk-
the essential space needed to contain the filemgst level de-duplication have been proposed in the fmast
(or backup images thereof). Deduplication can watrk address the above mentioned problem by erasing the
either the sub-file (Dutch and Bolosky, 2011; Dulhi redundant data chunks before transfering them ¢o th
et al., 2009; Ungureanwet al., 2010) or whole-file remote backup destination.

(Boloskyet al., 2000) level. The studies (Zhwet al., 2008; Rheéat al., 2008;

Data deduplication policies can be classifiedLillibridge et al., 2009; Bhagwatt al., 2009) expose
according to the basic data units they handle.hla t that, due to the out-of-memory fingerprint accesses
context, manily two main data deduplication streeg massive backed-up data, chunk-level de-duplicdtem
can be defined: File-level deduplication, in whimhly  an inherent latency and suffers throughput prohitean
a single copy of each file is stored. Two or matesf affects the backup performance. In source global
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chunk-level de-duplication, this overhead of massiv take less time computationally because they usssl le
disk accesses will regulates the deduplication ggsc evidence. In addition, the genetic programming
and which will result in increase of backup window. approach was capable of automatically limiting ¢éhes
While in source local chunk-level de-duplicatiohgt functions to a given fixed replica identification
overhead is reduced by searching the duplicatekshun boundary, which frees the user from the load oficho
at the same client. This alleviated overhead, hewev and tunning this parameter.

limits the compression ratio, which results in esses Karaboga and Ozturk (2010) used Artificial Bee

of backup window due to the increased datacolony algorithm to fuzzy clustering of medical aat
transmission cost. Therefore, there is immediaezlrie which are widely used benchmark problems. The

achieve a balance between de-duplication efficiency . o of ABC algorithm are compared with Fuzzy C-

and deduplication overhead for the maintainanca of : .
shorter backup window than existing solutions. €her Means (FCM_)_a_Igonthm and the exper_|ment'_5 showed
ghat the Artificial Bee Colony algorithm is very

are several other methods that have been proposed o DEE h
the deduplication purpose which are having efficien successful on optimization of fuzzy clustering.
and accuracy. The methods are deduplication using _Ektefaeta. (2011) have proposed another method
genetic algorithm, semantic methods, cloud servicesVhich was based on a threshold whose criteriatwas
Above mentioned problems have been solved by th&kes string and semantic similarity measures for
deduplication methods which have been modeled usingP™pParing record pairs into consideration. Thishoet
GA. This research has been done to find theVas experimented on a real world dataset of Remtaur
optimization techniques that are having some@nd several standard evaluation metrics have bseth u
performance superiority over these existing methods [0 Judge it. As experimental results indicate, roetth
The recent researches have given many method¥ich was based on the combination of string and
for the deduplication purposes with many distinctSemantic similarity measures were efficient thaa th
features by their own. In this study, we tried togpse individual similarity measures in Restaurant daIas_e
a better method for the deduplication approach. Thd herefore, based on experimental results, string
techniques we proposed is, the ABC algorithm carpimilarity, semantic similarity should be considkrie
provide better performance and accuracy than th@rder to detect duplicate records more effectively.
genetic algorithm based techniques, which is ptesen Kumbhar and Krishnan (2011) have presented an
in the recent times (Moisess al., 2011). The proposed ABC based = methodology, which maximizes its
algorithm is used the restaurant and cora data tgccuracy and minimizes the number_of connectlons_of
evaluate their performance against the geneti@? ANN by evolving at the same time the synaptic
programming based technique. The results from thd€ights, the ANN's architecture and the transfer
evaluation of the proposed approach are satisfaeter unctions of each neuron. _T_he methodology is tested
compared to the results provided by the genetidVith several pattern recognition.
algorithm for the same set of input data. Elhadi and Al-Tobi (2009) have proposed method
The distinct features we considered here fitneséat reports on experiments performed to investigag
function of the ABC algorithm. ABC algorithm is st~ use of a combined Part of Speech (POS) and an
on the food processing of the bee colony and hasth improved Longest Common Subsequence (LCS) in the
phases namely, employed bee phase, onlooker b@&salysis and calculation of similarity between seXthe
phase and scout bee phase as its characteristics. text's syntactical structures are the main elemants
were used for representation ofr documents. A bette
Review of related works: Several researches have LCS algorithm was applied to representation to
been done in field of deduplication. Recently,compare and rank the documents according to the
deduplication in distributed manner has fascindtésl ~ similarity of their representative string. The apgch
of researchers due to the demand of scalability andas applied in detecting duplicate documents within
efficiency. Here, we reviewed the recently doneksor corpus and in the filtering of search engine result
in the literature for deduplication and the difiere Results obtained were encouraging. Qingweeial.
approaches used for it. Moises al. (2011) have (2010) have proposed an algorithm using PSO algorit
proposed a genetic programming based approach to search the optimized partial contents. For PSO
record deduplication that prepares a deduplicatiomlgorithm, it gives the encoded particles. Forngtri
function to identify the replicate pairs on the ibasf  similarity a new related coefficient of strings wiefined
evidence extracted from the data content. They havior strings similarity. An evaluation function o5® was
also shown experimentally that their approach bettedevised on the basis of related coefficient fumctiand
than existing state of-the-art method which hasnbeethe searching of partial contents is done by usireg
proposed in literature. Moreover, the devised fiomst  hybrid mutation PSO algorithm. And the effectivenes
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algorithm is proved by making a simulation experitse Step 1. Similarity computation for all pair of
which can search the similar partial contents i tw records. In this step, the similarity computation is
documents successfully. carried out by finding the similarity functions @ach
Samanta and Chakraborty (2011) proposedecord field. Each function compares the similaofy
algorithm using, artificial bee colony to searcht ou each field with other record fields and assigns a
the optimal combinations of different operating similarity value for each field. Accurate similgrit
parameters for three widely used Non-Traditionalfunctions are very important to calculate the dis&a
Machining (NTM) processes i.e., electrochemicalbetween the records for better duplicate detection.
machining, electrochemical discharge machining and_evenshtein distance and cosine similarity aretie
electrochemical micromachining processes. Both theimilarity measures used in our proposed approach.
single and multi-objective optimization problemg fo Here, the input records are partitioned into twatpa
the considered NTM processes are solved using thiand the two measures are computed for the two pérts
algorithm. record pairs. This operation provides the four kirity
Kumar and Govindarajulu (2009) have conducted avalues (a, b, c, d) for the record pair. (IEvenshtein
survey on Duplicated web pages that are havinglistance: The chosen name fields of the records are
identical structure but different data. These tygfe “record 1” and “Record 2”. The “Levenshtein distahc
pages can be regarded as clones. To identify gimila is computed by calculating the minimum number of
near-duplicate pairs in a large collection is aoperations that has to be made to transform omsgstr
challangeing problem with wide-spread applicationsito the other, usually these operations are: replasert
The problem has been deliberated for diverse gptst or deletion of a character. The levenshtein diganc
(e.g., textual documents, spatial points and hali between the records are found out by considerieg th
records) in diverse settings. Another contemporaryecord as a whole2) Cosine similarity: The cosine
materialization of the problem was the efficient similarity between the two records name field “Reco
identification of near-duplicate Web pages. Thisswa 1" and “Record 2" are calculated as follows: Fitbig
undoubtedly a demanding in the web-scale due to thdimension of both strings are obtained by taking th
voluminous data and high dimensionalities of theunion of two string elements in the “record 1" and
documents. This main intention behind this survey‘record 2" as (wordl , word2, ....... word N) and thee t
paper is to prepare an up-to-date review of thetiexy  frequency of occurrence vectors of the two elemards
literature in duplicate and near duplicate detectid  calculated i.e., “record 1" = (<vector valuel>, el
general documents and web documents in welvalue2>,...... <>) and “record 2"= (<vector valuel>,
crawling. <vector value2>,...... <>) . After that, we obtain thet d
Product and magnitude of both strings.
Motivating algorithm: The main problems caused by
duplicates in the data repository is inefficientmoey  Step 2: Computing feature vectors. Feature vectors
usage, high execution time. So as a remedy for thisepresent the set of elements that is requiredtHer
problem, we are using the algorithms for findinglan detection of duplicate elements from the data
separating the near replicas in a data reposiMoyses  repository. The vectors can be obtained from the
et al. (2011) had proposed an approach for recorghrocessing of the two similarity measure values. In
deduplication by applying the genetic programmifige  general, the usual similarity functions may fail find
GA approach to record deduplication is to combine o giniiarity correctly, because the computatidn o
different pieces Of. evidence e_xtra@ted fro_m th(.3"’“1"’usimilarity between fields can vary significantly
content And to devise a deduplication functiort thil ? . o
depending on the domain and specific field under

be able to identify whether two entries in a dataesare i ) o
replicas or not. In reference to the above mendoneconaderatlon. Therefore, it is necessary to adapt

algorithm, we have proposed an deduplication amproa similarity measures f_or each field of th_e databat'stb_ _
based on optimization algorithm like Artificial Bee respect to the particular data domain for attaining

Colony (ABC) algorithm. accurate similarity computations. Consequently, we
combine these similarity values obtained from défe
MATERIALSAND METHODS similarity measures to compute the distance between

any two records. Here, we can represent similarity
Proposed methodology: The proposed approach has between any pair of records by a feature vector in
two phases such as training phase and duplicatehich each component has the similarity value betwe
detection phase. These two phases are explainéd witwo records of anyone of the similarity measure.ewh
the four different steps. considering a database D that contains records
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composed of n different fields and a set of m dista Employed bee
metrics, we can represent similarity between ariyqfa (a+ b)2 +(c-d2
records by a 4-length vector. Each component of the R
vector represents the computed similarity value ((a+ b) *(c- d))
between two records that is calculated using onthef (a2 + bz) *(cz— d-z)
m distance metrics.

c(a+b-da b

Step 3: New similarity formulae generation using )

optimization algorithm: In this step, we consider the _The above shown is an example of the set of data,
optimization algorithm for the extraction of theafare ~ WhiCh are given as input. The whole data is comeidle
vectors. An expression derived to calculate theefis as an employed bee. Like PSO algorithm, initially W
of the corresponding data. In order to find morecjze find the fitness of the employed. bees. The begh wit
output, i.e., to find the near duplicates bettee w best fltness. value are stayed V\./'th.the populatiod a
process a number of expressions. These expresisain, rests are rejected. The main objective of the eygalo

. bee phase is to generate the best solution.
we subject to process are used for the calculation P 9

duplicates. A set of s_imil_ar expre_ssion are supnb_lie Fitness function: In the proposed approach, we find
as input to the optimization algorithms for thedin ¢ finess values for the expressions generated fo
better among the supplied inputs. The optimizatioryetermining the duplicates. In the current scenarie
algorithms find the best among the input expression 5.¢ selecting the expression, which determine
which is capable of providing better solution fblet  quplicates, for evaluating the fitness. The fitness
problem. function that we used in the proposed approach is
composed of three factors. These factors are time sa
Step 4: Duplicate detection using the new similarity  factors which are used in the PSO algorithm. Hbee t
formulae: Once the optimal similarity formulae are fitness function is different, i.e. we are using fitness
generated from the optimization algorithms, thefunction defined by the ABC algorithm itself:
generated formulae is used to find the duplicatecor-
duplicate records. Here, we fix the threshold, Tird 1
the margin between duplicate and non-duplicatespair fitness= 1Tf|

1+abs(f).f< 0

f.>0

Algorithm;

Artificial bee colony based deduplication: The ABC
algorithm is one of the newly introduced optimipati
algorithm, the algorithm is introduced in 2005 by

Karaboga and Ozturk (2010). The ABC algorithm ISgenerated by the fmeasure value of each expression

characterized by optimizing a number of solutions ;
according to the foraging feature of the bees. Thethe employed bees. The next phase of the algositfim

typical mathematical methods used in the ABCproceeds according to the fitness value obtainech fr

algorithm give extra hand for the ABC to differ fino the_ calculations. In this ABC.: aIgor_|thm, the exsien

T ) . which possesses the best fitness is stayed arsl aest
other optimization algorithms. The main features of . . . . )

: rejected. The replacing of the expression will baealin
ABC algorithm are the Employed bees, Onlooker beea,]

. ; e onlooker phase.

and scout bees, which are processing elementéor t
optimization process. The ABC algorithms is proeess
in terms of cycles, in each cycles new employedspee
onlooker bees and scout bees are generated. T

proposed approach, the input initially is considess

The valuesecall, precision andfmeasure are used
for the calculation of f value in order to calcealahe
fitness-s value. In the current scenario, the @i@alare

Onlooker-bee phase: This phases is the replacement of
gW population generation phase of the PSO algorith

the ABC algorithm, we select the employed bee and

jprocess it to generate a new set of bees. Thisphase

generate a set of new bee with different positaloe: In

the onlooker bee phase, we select one expressiontiie

employed bee and new solution for that bee is Izl

using the following formulae:

input is done in three phases, they are.

Employee-bee phase: In the proposed approach, the
expressions that are used to determine the duplicat

used as the input. There expressions are initially o o
considered as the employed bees: Vi VAV
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The objectv represents the new solution for the Dataset description: In the experiment we have
existing solution\’. The value ford is a random selected datasets from the Riddle data repositéuigIR
number ranges in [0, 1]. The value of k is alsodataset and the datasets used is Restaurant dataset
randomly generated. The Yalue for the particular The datasets, which we are used in our proposed
solution is calculated and then the fitness. If theapproach, is detailed below.
calculated fitness value of the new solution istdret
than that of the old solution, then the new solutio
replaces the old. This process continues up tdasie
cycle. The new solutions are called improved sohsj
according to the ABC algorithm, if there is no iroped
solution in a particular cycle that solution is smtered
as abandon solution.

Datasetl (Restaurant): This dataset Riddle dataset
contains four files of 500 records (400 originaigla
100 duplicates), with a maximum of five duplicates
based on one original record (using a Poisson
distribution of duplicate records) and with a
maximum of two modifications in a single attribute

Scout bee phase: The problem with the abandon @nd in the full record.

solution is solved with the scout bee phase. When a

abandon solution is discovered, then that solution Dataset2 (CORA): The Cora dataset Riddle dataset
replaced with a randomly generated solution. Theconsists of duplicate and non-duplicates data cecor
newly introduced solution is called scout bee. $beut  and the Cora data includes 13 attributes.

bee is then becomes anemployed bee and the process

continues as described in the prior sections. Aitsbee
is introduced at the end of each cycle, if therstexan
abandon phase.

Experimental results:. The experimentation starts
from selecting the datasets as the input of the
similarity computation by the similarity computatio
factors, listed in the above sections, such as
Levenshtein distance method and cosine similarity

termination criteria set in accordance with natasult method. The S|m|Ia_\r|ty factors progluce feature
that has to be produced by the ABC algorithm. Ugual vectors on regard with the elements in the dataset.
the number of cycles, to which the program has tof he feature vectors produced are represented with
execute, is set as the termination criteria. Orree t Variables <a, b, ¢, d>. The expressions are created
criteria are met, the program stops execution andfom the feature vectors produced by the similarity

Termination phase: A termination criterion of the
ABC algorithm is also fixed by the user itself. The

produce the result as per the ABC algorithm. vectors. The populations are the starting pointhef
Example.1 Evaluation function = (a-b)/(c+d) two optimization algorithm. The next step is the
Consider the employed bee as: fitness evaluation:
b - Example: < a, b, ¢, #0( & )b+ ( )
d +

The above shown is an element in the population of

The onlooker can be derived as: the optimization algorithms. The processing on this
population defines the relevance of the populatidre
fitness function defines the importance of the eptn
in a particular population. The fitness functioor f
ABC algorithm is defined based on the different bee
phases. The dataset is processed with the algeriibma
number of iterations and the best results of each

The method we proposed includes optimizationalgorithm for the particular iteration are listedTiable 1.
based algorithms such as GA and ABC. The Table 2, the solution or expressions are arranged
performance of the proposed approach is evaluateég@sed on the best fitness value of a particular
under different evaluation criteria. All algorithmase ~ eXpression. In the table we can see that, the sexpo
implemented in MATLAB and executed on a core i5algorithm has the upper hand over the existing
processor, 2.1MHZ, 4 GB RAM computer. genetic algorithm.
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1 —+—GA ABC
1 10 100
Tterations
1 —=GA ABC
y ,-’——"'-_—.
- v....--—-"'_—___
1 10 100
Iterations

Fig. 2: Accuracy based on Threshold T2

Iterations Algorithm  Fitness values Expression 100
1 ABC 0.812 ‘(a+b)+(c+d)’
GA 0.790 "(a-b)+(c+d)' _ 80
10 ABC 0.842 ((a+b)+(c+d) <
GA 0.792 '(a-b)+(c+d)’ =, 60
50 ABC 0.842 (a+b)+(c+d) 2
GA 0.792 '(a-b)+(c+d)' z 40
100 ABC 0.842 ‘(@+b)+(c+d) 2
GA 0.792 ((a-b)+(c+d)’ 20
Table 2:  Top obtained solutions sorted based ofittiess value 0
GA ABC
'(atb)+(c+d) '(b+a)+(d *c)’
'(atb)-(c+d) '(b+a)-(d *c)
'(a-b)+(c+d) "(b*a)+(d *c) 100
'(atb)+(c-d) '(b+a)+(d *c)’
'(atb)-(c-d)’ '(b-a)-(d-c) 20
'(a-b)-(c+d)’ '(b*a)-(d-c) <
'(a-b)+(c+d)' ‘(b-a)-(d*c)' M 60
'(a-b)*(c+d)' ‘(b+a)-(d *c)' ;‘
'(@*b)+(c+d)' '(b*a)-(d *c)' ‘5“ 40
'(a-b)+(c*d)' ‘(b+a)-(d *c)' 3
(@*b)-(c+d)’ ‘(b+a)-(d fc) < o
(@*b)-(c+d)’ ‘(bla)-(d *c)' =
(@*b)+(c*d) ‘(b+a)-(d fc)’
‘(a-b)+(c+d)’ (b-a)*(d-cy 0
'(@*b)+(c*d)' ‘(b*a)*(d-c)'
= 80 7 .___—N‘
= 60 -
2
S 40 - 9
=2 =N
= S
T20 oy
’ 3
1 10 100 h
Tterations
100 7 —a—Ga ABC
i
80 1 v - 100
< 60 - 80
) —
5 40 | 5 60
- —
- 3 40
20 2
20
0 0
1 10 100
Iterations

Fig. 1: Accuracy based on Threshold T1

100 7 —=—GA ABC
80 -
60 - ’—_‘\
40
20 A
0
1 10 100
Iterations
7T ——GA ABC
1 1(_] 100
Iterations

Fig. 3: Accuracy based on Threshold T3
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Rest t dataset .
0 von EZE];I(I;BJ] atase 1200000 BGA ®ABC
1000000 -
- %0 = 800000 -
< 40 S 600000 -
£ = 400000 -
200000 - I
O -
T1 T2 T3 0
T1 T2 T3
Thresholds Thresholds
CORA dataset 1200000 | MGA ®ABC
400 1 L GA mABC 1000000 -
350 o J
200 é 800000
%\ 250 ; 600000 -
< 500 - S 400000 |
E 150 - 200000 -
100 - 0
58: I I I Tl T2 T3
T1 - 3 Thresholds
Thresholds

Fig. 6: Time of deduplication at 100 iterations
Fig. 4: Time of deduplication at single iteration Comparative study: This section provides a
comparative analysis of the proposed algorithm with
the genetic programming method (Moistsl., 2011).
The analysis is based on accuracy of the algorithdithe
6000 - time for execution of the algorithm. The compasmativ
study represents the responses of the proposedecosi
4000 similarity and concept similarity measure with eiént
2000 | datasets, namely Restaurant and CORA.

8000 1mGA ®mABC

Time (ms)

0 | Accuracy based analysis:
Analysis of the various algorithms are listed in the
T T2 T3 below graphs. The above plotted graphs are the
Thresholds accuracy percentage of the proposed algorithm laed t
genetic algorithm. The plot in Fig. 1 shows the
10000 1 mGA = ARC accuracy of the two different algorithms on theibad
the number of iterations under threshold T1 (1.Z5p
8000 1 plot in Fig. 2 and 3 represents the same for tluldsh
6000 - T2 (1.5) and T3 (1.75). In all the cases, it idevit that
our proposed algorithms possess more accuracy on

Time (ms)

4000 - compared to the existing algorithm.

2000 - Time based analysis: The above analysis is based on

0 - the time taken for the deduplication proposed by th

T1 T2 T3 proposed algorithms and the genetic algorithm. The

- - three Fig. 4-6 are plotted by varying the number of

Thresholds iterations under three threshold values. The aisalys

showed that the proposed algorithms, concept giityila

Fig. 5: Time of deduplication at 10 iterations based method and cosine similarity method consumes
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