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Abstract: Problem statement: A class of dynamic interconnection networks is fisthge
Interconnection Networks (MINs) that connects indavices to output devices through a number of
switch stages. MINs have assumed importance inntegears; because of their cost-effectiveness.
Optical MINs are one type of MINs that have largansmission capacity in the communication
networks. There is a major problem in Optical Mhdt is crosstalk, which is caused by coupling two
signals within a switching elemertpproach: To avoid crosstalk in Optical MINs many algorithms
have been proposed by many researchers that weweapplying five routing algorithms and
scheduling them in the Optical MINResults. The comparative results of routing algorithms show
affective of avoiding crosstalk in number of passesl execution time for different algorithm.
Conclusion: The challenge between these routing algorithmbdsoughly investigated, by applying
them on Optical MIN and showing which algorithm hetter performance to avoid crosstalk.
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INTRODUCTION and parallel computing systems for many years. A
MIN normally connects N inputs (sources) to N
The limitation of most digital systems’ outputs (destinations) and is referred to as an NxN
performance is by their communication or MIN. The parameter N is called the size of the
interconnection  (Katangur et al., 2004). The network. It has n stages (n = . Each stage has
interconnection network implements a main role inN/2 Switching Elements (SEs); each SE has two
defining the overall performance of a multicomputerinputs and two outputs connected in a certain patte

system. If the network cannot provide sufficientiNs can be electronic MINs or optical MINs that in

performance for particular application, messages Wi glectronic MINs electricity are used, where as in
frequently be required to wait for data to arri@me  gniica| MINS light is used to transmit the messages
of these applications are telephone SW'tCheS(AggarwaI and Kaur, 2008)

interconnection networks for multicomputer and ’ '

o . Optical MINs (OMINs) are an attractive solution
distributed shared memory multiprocessors, clusbérs . the desi £ hiah d icati work
workstations and personal computers, local ared! the design of high-speed communication NEtworks

networks, wide area networks and networks inand switches because of having high bandwidth, low
industrial applications (Denket al., 2009). error pr(_)bability and large trar)smission capacitie
Nowadays, Multistage Interconnection Networkseélectronic MINs and the optical MINs have many
(MINs) have importance because of their cost-Similarities, but crosstalk problem in the optical
effectiveness and is very popular in switching andswitches is one major difference between them (&aar
communication applications. MINs are used inetal., 2008). Recently, a new architecture is introduce
multiprocessing systems to provide cost-effecthigh-  that applies especially to multicasting in multigta
bandwidth communication between processors and/dnterconnection networks. In addition to multicast
memory modules and in used in telecommunicatiortraffic, Tutsch and Brenner (2003) provide addiibn
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views on MINs performance aspects under speci@scas There is a rest that the crosstalk can be avdiged
using simulations. Those MINs are called Multilayeremploying the pattern shown in Fig. 1. As sending
Multistage Interconnection Networks (MLMINS) that messages to the network are in several groups, &Mind
their needs are for routing capacity in the presest Method is used to find out which messages shoutd no
multicast and broadcast traffic, their performancebe in the same group because of crosstalk. At first
prediction and evaluation but in this study we ®am combined each source address and its corresponding
optical multistage interconnection networks (Vasiiset ~ destination address to produce a combination matrix
al., 2009; 2010). use a window size of m, where m =Jbigand N is the

The study is organized as follows. Second sectiorize of the network to determine the conflicts be t
will give an overview about the major problem in produced matrix (Abed and Othman, 2007; Bashiral an

Optical Multistage Interconnection Networks. Third karanfiller, 2010). The conflict matrix is a squanatrix
section explains about the window method and gdanerqmth NxN entry that N is the size of the networkithV

description of the methodology. In fourth sectioe w . , o
have reviewed five algorithms that are usual to inse use of the window methoq S putput, the Conflict Mat
this case. Fifth section is related to compareritiyns (M) can be shown by assigning the value 1 for haaing
and final section gives the conclusion. conflict between the source and destination andahge

0 is assigned if there is not a conflict (Abed &ttdman,
Problem overview: Crosstalk in OMINs is an important 2007). Then, based on the conflict matrix, the mgss
problem. To avoid crosstalk problem which is causgd a6 sorted and selected for scheduling that differe

coupling two signals within a switching element ; : : : ; :
(Amazyad, 2011), various approaches have beeF]outlng algorithms will be investigated in the next

proposed by many researchers. In this researclarave section.
interested in a network called optical omega nétwor

which has shuffle-exchange connection patternetwl s lqorith h f th . lqorithi
messages from a source to a destination on OpticA'90rthms that purpose of these routing algorithsns

Omega Network without crosstalk, we need to divite to sched_ule the messages in different mdep_endent
messages into several groups. We want to sepdrate tSubsets in order to avoid the path conflicts in the
messages without conflicts with other messagehén t network (Shanmugamet al., 2011; Potti and
same group as well as we want to reduce the tot&hinnasamy, 2011). Five algorithms of routing
number of the groups. Under the constraint of amgid algorithms that solve the crosstalk problem in Mifé
crosstalk, three approaches, space domain, timaidom four heuristic algorithms, Genetic Algorithm (GA),
and wavelength domain have been proposed. Simulated Annealing algorithm (SA), Zero algorithm
In this research, crosstalk-free schedulingand Ant Colony Optimization algorithm (ACO).
algorithms are reviewed based on the time domain
approach to schedule messages for routing morEour heuristic algorithms: There are many ways to
efficiently in the Optical Omega Networks and tlealg  decide the order of the scheduling. The four héaris
is to review efficient algorithm to send the megsam  algorithms choose the message in the following way:
less time. There are some algorithms that have been
proposed to avoid crosstalk in routing messages The sequential increasing: Choose a message
through an NxN optical network by many researchers. sequentially in increasing order of the message

MATERIALSAND METHODS source address _
e The sequential decreasing: Choose a message

Window Method is description of a method that sequentially in decreasing order of the message

Routing algorithms: We briefly review routing

used to find conflict between input and output pair source address

electronic MINs and OMINs. The goal of routing «  Degree increasing: Choose a message based on the
algorithms is to minimize the number of passetde order of increasing degrees in the conflict graph

all the inputs to the outputs with minimal crosktal .« Degree descending: Choose a message based

on the order of decreasing degrees in the

: conflict graph
# -
The degree of each message in the conflict gmph i

the number of conflicts to other messages it hafien
conflict graph. Based on (Al-Shabi and Othman, 2008
Fig. 1: Passing ways in a switch element scheduling the messages in decreasing degrees of th
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message conflicts will result in the best perforogan
among these four algorithms.

Genetic algorithm: Genetic Algorithms (GAs) are one
of routing algorithms. A GA is started with a sdt o
represented solutions by chromosomes. Those swdutio,
are called the population. Solutions from the ahiti
population are taken and used to form a new pdpulat |
This procedure is forced by the hope that the new
population will be better than the old one. To setew  *
solutions to form new population, the strength loé t
original solution is the important standard. If fiteess
value is more, the more chances they get to repeodu
Generation by generation is repeated untii some
condition is satisfied such as the number of pdjmria
gets to the limit or the improvement of the bedtition

is good enough for the research or there is no more
improvement possible (Othman and Shahida, 201®. The
Genetic algorithm produces better results for nunabe .
passes in compare with the four heuristic algorsthmt

it was time consuming.

Simulated Annealing algorithm: Simulated Annealing
originated in the annealing processes found in
thermodynamics and metallurgy. Simulated Annealing
is used to approximate the solution of very large
combinatorial optimization problems (e.g. NP-harde
problems). It is based upon the analogy between the
annealing of solids and solving optimization prohée

variable M so that M iterations are performed for
each temperature

Initialize the current gain to be equal to the gafin
the solution, which we are using to precede and ts
to some variable tstop

While (tstop > 0 and T > Tfinal) we proceed
Fori=1to Mdo

Generate a new solution using the present solution.
Calculate the new gain .If the new gain is lessitha
the current gain we accept it, otherwise we use the
following strategy to decide:

R = random number (0<R<1)
Y =exp (AE/T)

If (R<Y) then we accept

the solution, else we reject it

If we accept the move then the current gain will be
set to the new gain and we keep the new solution,
otherwise we keep the old solution

If we accept the solution then we assign tstop = ts
else we decrement tstop by 1 (tstop = tstop -1)
Then we change the temperature by a faetdr =
T*a

End

The Simulated Annealing algorithm in compare

First time that SA was proposed, it was mostly know with four heuristic algorithms improves the average

for its effectiveness in f|nd|ng near Optlmal sadu number of passes_ When Compared to the Genetic
for large-scale combinatorial optimization problems algorithm the Simulated Annealing algorithm

such as the "a"e"r!g sa_llesperson problem, bUffeISerformance is almost equal to that but for large
allocation in production lines and chip placement

problems in circuits (Abdullakt al., 2008). network sizes the Gene.tic algorithm is bgtter. 'rlf‘rmn _
The most important thing about simulated annealin@ddvantage of SA algorithm over Genetic algorithm is

is analogous to what happens when metals are cabked the running time because of time consuming.

controlled rate. The slowly falling temperaturealt the

atoms in the molten metal to line them up and farm Zero algorithms: The Zero algorithms have three types

regular crystalline structure that has high dereityf low  of algorithms that named the ZeroX, ZeroY and

energy. But if the temperature goes down too quickl zeroXY algorithms. These algorithms are based on

the atoms do not have time to orient themselves ant 1, 1ing algorithms to minimize the number of paswes
regular structure and the result is a more amorphou

metal with higher energy. In simulated annealirg t rout-e. all the inputs t_o outputs Wit.hOUt crosstali. .
value of an objective function that wants to mirienis ~ addition, these algorithms when implemented with

analogous to the energy in a thermodynamic system. ~Partial ZeroX and ZeroY algorithms would yield the
The basic Simulated Annealing algorithm includessame results as the other heuristic algorithms obet
the following steps (Abdullakt al., 2008): performing them when the execution time is congder

Al-Shabi and Othman, 2008).
» Start: Select a large starting value for the( abran man )

temperature T, a value for the final temperature The 'Fechnlque " bOt.h ZeroX and  ZeroY
Tfinal, a value for the stopping condition ts timt &/90rithms is based on grouping of messages that ha

chosen as 10, correct value for the temperaturéummation equals to zero in the conflict matrixeTh

reducing parameter. The ts value is used becausesteps in both ZeroX and ZeroY algorithms are thaesa

will stop the algorithm if there are no changes toexcept in the summation process. ZeroX algorithm

the solution after ts iterations. We also choose avorks by computing the sum of all entries in each
1687
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column of the conflict matrix, while ZeroY algorith ~ according to a local criterion when they move agbun
computes for each row of the matrix. ZeroXY the nodes of the graph. Ant moves from the current
algorithm is a combination of both ZeroX and Zeroy Node to the adjacent node according to the maximum
algorithms. The result from ZeroXY algorithm is teet NUmMber of violations and the trail intensity. For
than the result of ZeroX and ZeroY algorithms. Bhse minimizing the number of V|_olat|0ns, the ant re[e_zlac
on the experimental results shown Al-Shabi andthe old color of the node with a new color thatisTh

. ) action is randomly repeated for each ant. The ant
Othman (2008), Zero algorithms perform best in g&rm colony optimization technique improves the

of the execution and result very closely to the iBeg performance of routing and scheduling in OMIN when
Descending algorithm in terms of the number of esiss |imited crosstalk is allowed and reduced the nundfer
generated to route a permutation. However, it wapasses (Doriget al., 2011; Katanguet al., 2004).
found Abed and Othman (2007) that crosstalk mdly sti As ACO uses are for combinatorial optimization
occur between messages scheduled in the same fpasgpeoblems such as the communication network routing
a particular time slot using the original Zero algums. ~ problem. There is Improved Ant Colony Optimization
(IACO) technique that it adjusts a new strategy
Ant colony optimization algorithm: In the early 90's, called the ant-weight strategy, to update theeased
Ant Colony Optimization (ACO) was introduced by pheromone and a mutation operation, to solve the
Marco Dorigo and his co-workers. The ant colonyproblem. You can see this algorithm in (Zhaal.,
algorithm is a technique to find optimal paths.igt 2010).
based on the behavior of ants can always find the

shortest path from a food source to their colonhauit RESULTS
visual cues. When reaching a point for decisior th _ _ _ o
ants will follow the trail that has more pheromone In relation to previous researches, in Four Héiaris

deposits. The ant colony algorithm can be usedhéo t Algorithm scheduling the messages in decreasing
routing problem. An ACO algorithm designed to helpdegrees of the message conflicts resulted in tis¢ be
solve the routing problem in telecommunicationsperformance among four heuristic algorithms.
networks because the ant-colony works on a venpccording to the researcher's result, Ant Colony
dynamic system such as systems include computépptimization algorithm is better than other algomis
networks and artificial intelligence simulations of to decrease number of passes. The average execution
workers. Some researcher use ACO algorithm for basémes by using routing algorithms in different netk
of their researches in different purposes suchaaallel  sizes show that when the size of network increases,
Ant Colony Optimization Algorithm, Solution to the execution time is different in all of the algoriteniThe
problem of ant being stuck by ant colony routingexecution time in Genetic algorithm is more thahneot
algorithm (Zhao and Tong, 2009) and but for thislgt  algorithms. Simulated Annealing algorithm has less
the purpose is to review message routing andxecution time in compare with other algorithms.
scheduling in Optical Multistage Networks by Ant Finally, in compare with four previous algorithniZgro
Colony Optimization algorithm. algorithms perform better and minimize the numbler o
To route the messages in different passes suth thpasses and improve the execution time.
they do not have any link conflicts (electrical sstalk)
between them but can have switch conflicts satigfyi DISCUSSION
the ‘C’ limited crosstalk constraint for an NxN ayat
network. The conflict graph is a graph G = (V, E) Different routing algorithms were compared in
where V and E are set of vertices and edges. We cdarms of the number of passes and execution time th
assign a different color to each pass or grouphiickv  previous researchers found. The following Table 1
messages are routed. So we can transform our pmobleshows the comparison of different routing algorighm
to that of a graph-coloring problem but in which although some conditions were assumed for some
adjacent nodes can have the same color if theraare routing algorithms to get results (Katangtial., 2004).
link conflicts between them and if the node does noThe main challenge for these routing algorithmsois
violate the ‘C’ limited crosstalk. The graph coligi avoiding crosstalk. The average number of passes by
algorithm ANTCOL designed by Costa and Hertz usingusing routing algorithms in different network sizes
ant colony optimization techniques can successfullyshow when the size of network increase, the results
color graphs. In this algorithm, a given numbenfs  change and from this changing we can understartd tha
change the color of each node that they visitedvhich algorithm decreases more number of passes.
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Table 1:Comparison of five routing algorithms for solvirtgetcrosstalk in OMIN

Algorithm Scheduling Model Performance
Four heuristic Sequential Increasing, Decreasimgetehas best performance to improves the
(Al-Shabi and Othman, 2008; Sequential Decreasing, average number of passes and execution time

Othman and Shahida, 2010)  Degree Increasing and
Degree Descending

Genetic Starting with a set of represented Geiwgraty generation is repeated until some condison
(Othman and Shahida, 2010)  solutions by chromosomes satisfied (the conditions depend to the kindpodblem)
and it improves the average number of passes edigdor
large network size but is time consuming

Simulated annealing The analogy between the amgeafisolids Mostly known for its effectivenesdiiimding near
(Abdullahet al., 2008) and solving optimization problems optimalutions for optimization problems and Improves
the average number of passes and execution time

Ant Colony Optimization Based on the behavior dkaran always find This technique improves thegrarénce of routing and

(Katanguret al., 2004) the shortest path from a food sourceeo th scheduling in OMIN when limited crosstalk isoaled and
colony Assign a different color to each pass or mprioves the average number of passes and exetintien
group in which messages are routed

Zero Grouping of messages that have summation ®qudiree types of algorithm:

(Al-Shabi and Othman, 2008) to zero in the confiettrix ZeroX, ZeroY and ZeroXY
These algorithms are based on routing algorithms to
minimize the number of passes to route all thetsipu
to outputs without crosstalk and it is better tpiove the
average number of passes and execution time
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