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Abstract: Document clustering is the process of organizing a particular electronic corpus of documents into subgroups of similar text features. Formerly, a number of conventional algorithms had been applied to perform document clustering. There are current endeavors to enhance clustering performance by employing evolutionary algorithms. Thus, such endeavors became an emerging topic gaining more attention in recent years. The aim of this paper is to present an up-to-date and self-contained review fully devoted to document clustering via evolutionary algorithms. It firstly provides a comprehensive inspection to the document clustering model revealing its various components with its related concepts. Then it shows and analyzes the principle research work in this topic. Finally, it compiles and classifies various objective functions, the core of the evolutionary algorithms, from the related collection of research papers. The paper ends up by addressing some important issues and challenges that can be subject of future work.
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Introduction

With the rapid tendency towards the usage of information systems along the world, more and more data have been stored in electronic form. Approximately 80% of these data are stored in text format (Indira Priya and Ghosh, 2013; Xiao, 2010). Hence, there is a need for organizing and categorizing these data in such a way satisfying the needs for more mining information. One of these text mining techniques is the document clustering or the unsupervised document classification process. With unsupervised it meant the attempt to automatically construct groups (clusters or partitions) of documents without having a prior knowledge or domain expertise alongside the given data, such as the class label. The resulting groups should possess: (1) homogeneity within the cluster, i.e., documents belongs to the same partition should be as similar as possible and (2) heterogeneity among the clusters, i.e., documents belongs to different partitions should be as different as possible.

Document clustering can be useful in a number of applications, such as the query term routing, cluster-based browsing, result set clustering or expansion and query suggestion refinement. Hence, it becomes a vital research area in text mining with a contemporary trend towards applying the machine learning techniques especially the evolutionary algorithms to enhance the performance of the clustering algorithm (Sheikh et al., 2008).

Mathematically, the clustering problem can be modeled as follows:

Assume $D$ is the given document set (corpus) $D = \{d_1, d_2, ..., d_N\}$ where $d_i \in \mathbb{R}^n$ and $d_i$ represents a single document.

The aim of document clustering is to find $K$ partitions $P_1, P_2, ..., P_K$ such that:

- $P_i \neq \emptyset \quad \forall i, i=1,2,...,k$ (not empty set)
- $P_i \cap P_j = \emptyset \quad \forall i, i=1,2,...,k$ and $i \neq j$ (non-overlapped partitions)
- $\bigcup_{i=1}^{k} P_i = D$ (The compositions of all partitions represent the data set)
All of the clustering algorithms based on the cluster hypothesis (van-Rijsbergen, 1979), which states that: Related text documents tend to be more coherent to each other than to non related documents (separation).

The remaining of this paper is organized as follows: Section 2 will be devoted to explain the general model for a typical document clustering system. Section 3 will be dedicated to summarize other surveys on document clustering in general. Section 4 will focus specifically on the recent proposed algorithms and approaches of document clustering from the evolutionary algorithms point of view. Section 5 will be dedicated entirely for presenting and discussing the objective functions for the reviewed researches. We close our work in section 6 with conclusions and suggestions for future work.

Stages of Document Clustering

Broadly speaking, the basic question in text processing is how to represent the unstructured natural language text as an algebraic form suitable for mathematical analysis. Salton et al. (1975) in their seminal paper answered this question by proposing the Vector Space Model (VSM) representation. Since VSM is one of widely applied and most popular text representation for document clustering in recent years (Sathiyakumari et al., 2011), therefore we'll focus our discussion on this representation and the corresponding model.

The text unit should be passes throughout a number of stages in order to be ready for analysis by the chosen/proposed algorithm(s). Figure 1 shows the main stages for a general text document clustering process.

The following subsections briefly clarify these stages.

**Data Acquisition**

Generally, two main data sources for the text data can be recognized. It could be obtained either from the standard data repositories such as: Reuters (Lewis, 2004), 20newsgroup (Lang, 2008), TREC (NIST, 2000), DMOZ (Cobos, 2011) and KDnuggets (Piatetsky-Shapiro, 1993). The process of obtaining the data is combined with another process called indexing. **Indexing** is the process of storing the documents and its constituent terms in a suitable representation or more specifically suitable data structure. There are five levels of representing the natural language document by means of a set of index. These are character, word, phrase, sentence or language/application specific levels (Benbrahim and Bramer, 2009). The basic and most widely-used approach for indexing is the use of word (token) level, in a process known as **tokenization**. Tokenization means segmenting the sentences into its constituent parts. In this approach the sequences of words are ignored, i.e., the document is treated as **bag-of-word**.

**Data Preprocessing**

After tokens are extracted from documents, an indexing phase follows. Two significant indexing techniques exists, namely inverted indices and signature files (Han and Kamber, 2011).

An inverted index maintains two B+-tree or hash tables for doc-id and term-id. The first one consist of a set of records for documents and indices to its terms, while the second one consist of a set of records for terms and its appeared-in documents. A signature file is a table for documents of fixed size columns equals to the number of terms. Initially all contents are set to zero. Whenever a term occurs in a document the corresponding bit is set to one. Careful management should be taken for multiple occurrences of term in this indexing technique.

**Data Preprocessing**

The preprocessing consist of a number of steps necessary to convert the natural language “web” text unit into a form (single term or n-gram) suitable to be included in the VSM. These steps typically consist of:
Filtering

Filtering is removing the characters that have little or no importance for text mining, such as numbers, punctuation symbols and special characters. It is also involved replacing tabs and other non-text characters by single space. Finally, convert all characters to upper case. In the case of formatted texts documents such as the web pages, the scripts and codes should be eliminated in this phase of preprocessing, while the tags could be either removed or a special weight could be assigned to their constituent terms.

Stopword Removal

Be assigned to their constituent terms. Tags could be either removed or a special weight could be assigned as a feature from the original feature set, it would be considered as a feature selection process. One drawback of stopword removal is that it might remove potential useful words; hence, the selection must be done with care according to the intended application.

Stemming

Reducing inflected words to their root/base form. For example, the words “stemmer”, “stemming”, “stemmed” are all diminished to the root word “stem”. Stemming (or lemmatization if part of speech is included) is a basic procedure used to minimize the dimension of the terms in the VSM model. Thus, by storing stems instead of terms, compression factors of over 50% can be achieved (Frakes and Baeza-Yates, 1992). Despite the existence of other analogue stemming algorithms such as (Hooper and Paice, 2005a; Lovins, 1968), Paice (Hooper and Paice, 2005c), Paice (Paice, 1990), S-removal (Harman, 1991), Dawson (Hooper and Paice, 2005b) and Krovetz. Nevertheless, Porter algorithm (Porter, 2006; 1980) is yet the most commonly used stemmer in English language (Frakes and Baeza-Yates, 1992). Since stemming maps the morphologically similar words into their stem, it would be consider as a feature extraction process. One drawback of stemming is that it might affect the meaning.

Pruning

Removing (stemmed) words that appear too low or too frequent throughout the corpus. The assumption is that even though these words have discriminating power, they might still form too small clusters to be useful. It’s typically done by comparing the frequency of the term with pre-specified lower/upper threshold.

It should be noted that stop word removal, stemming and pruning could be an optional functions in the text preprocessing.

Document Feature Representation

Different representation models used in text processing such as the VSM, ontology-based, binary and probabilistic models. VSM is identified as the most popular representation method for text documents. In this model and after preprocessing, the next step is to represent each text document as a one dimensional vector in the multidimensional term space, consequently forming what is known as the document-term matrix as shown in Fig. 2.

In this sparse matrix each row corresponds to a document and each column correspond to the weight of unique term in the vocabulary, based on one of the term weighting schemas.

Several terms weighting schema had been applied in text processing. The schemas that specifically adopted in document clustering are as follows:

1- The first weighting schema is the classical TF/IDF (Term Frequency/Inverse Document Frequency). Simply, the tf is the counts of occurrences (frequency) of term i in the document j. Usually this number is normalized by the number of terms in the document. While idf is computed as:

$$idf_j = \log \left( \frac{N}{n_j} \right)$$

where, N is the total number of documents in the corpus and n is the number of documents that the term j occurs in. This factor will give a higher weight to the terms that occurs in few documents. Thus, the weight of term j in document i is computed as follows:

$$w_{i,j} = tf_{i,j} \cdot idf_j$$

This weighting schema was used, for instance, in (Leon et al., 2012; Yonghong and Wenyang, 2010). Also (Dorfer et al., 2012) applied this frequency analysis and kept the terms with above-average relevance. This method achieved significant reduction, as only 29% of the terms remained afterwards.

Salton and Buckley (1988) had recommended two schemas for document weighting. These are:

$$w_{i,j} = \frac{tf_{i,j} \cdot \log \left( \frac{N}{n_j} \right)}{\sqrt{\sum_{k \in \text{terms}} \left( tf_{i,k} \cdot \log \left( \frac{N}{n_k} \right) \right)^2}}$$

and:

$$w_{i,j} = \frac{tf_{i,j}}{\sqrt{\sum_{k \in \text{terms}} \left( tf_{i,k} \right)^2}}$$
where, \( N \) is the total number of documents and \( n_j \) is the number of documents which a term \( j \) is assigned.

The formula in equation (3) had adopted, for instance, by Shi and Li (2013) with minor modification to consider the document length on the impact of weight normalized to the interval \([0,1]\).

Radwan et al. (2006), computed the document weighting from the formula suggested by (Salton and Buckley, 1990) as follows:

\[
\begin{align*}
    w_{i,j} &= \frac{0.5 + 0.5 \frac{t_j}{\max t_j} \cdot \log \left( \frac{N}{n_j} \right)}{\sqrt{\left(0.5 + 0.5 \frac{t_j}{\max t_j} \cdot \log \left( \frac{N}{n_j} \right) \right)^2}} \\
    \sum_{i=1}^{N} \text{size}(k) / N &= \text{average size of all documents in the data set.}
\end{align*}
\]

where, \( w_{i,j} \) is the weight assigned to the term \( t_j \) in document \( D_i \), \( t_j \) is the number of times that term \( t_j \) appears in document \( D_i \), \( n_j \) is the number of documents indexed by the term \( t_j \), and finally, \( N \) is the total number of documents in the corpus.

Other researchers such as Lee et al. (2011), uses the Okapi rule (Salton and Buckley, 1988) for term weight calculation as follows:

\[
    w_{i,j} = \frac{t_j}{t_j + 0.5 + 1.5 \cdot \frac{d_l}{\text{avgdl}}} \cdot \log \left( \frac{N}{n_j} \right)
\]

where, \( d_l \) is the length of the document and \( \text{avgdl} \) is the average length of documents.

Liu et al. (2011), took the size of each document into account and the parameter weight was defined as:

\[
    w_{i,j} = \frac{TF_{i,j} \cdot \log \left( \frac{N}{n_j} + 0.01 \right) \cdot \sum_{k=1}^{N} \text{size}(k) / \text{size}(i)}{N}
\]

Dimensional Reduction

In general, the process of reducing the number of variables is done by utilizing two techniques: Feature extraction and feature selection (Fodor, 2002). Feature extraction, linear or non linear techniques, transforms the data in the high dimensional space into a space of lesser dimensions. Quite large number of documents with diverse terms will lead to large and sparse document-term matrix. Such large matrix leads to the problem of high and inefficient computation and increases the difficulty in detecting the relationships among terms (synonymy). To overcome these problems, linear feature extraction techniques could be applied during the preprocessing phase, such as Latent Semantic Indexing (LSI), Locality Preserving Indexing (LPI), Independent Component Analysis (ICA) or Random Projection (RP) (Han and Kamber, 2011; Palsonkennedy and Gopal, 2012; Tang et al., 2005; Thangamani and Thangaraj, 2010).

On the other hand, the feature selection techniques, supervised or unsupervised, attempt to acquire a subset of the original data. Since document clustering is an unsupervised process, the supervised techniques such as the Information Gain (IG) and \( \chi^2 \) statistics (CHI) could not be used with text clustering. Such techniques could be used with text classifications rather than clustering due to the presence of class label. Nevertheless, other unsupervised feature selection methods had been used with text clustering such as Document Frequency (DF), Term Contribution (TC) or Term Variance (TV) among other statistical techniques (Luying et al., 2005; Tang et al., 2005). Moreover, there are recently evolutionary algorithm based optimization methods for term or keyword selection, such as for instance the technique in (Shamsinejadabkbi and Saraea, 2012).

![Fig. 2. A typical document-term matrix](image-url)
**Clustering Algorithm**

Two commonly used categories of algorithms in document clustering: *Partitional* and *Hierarchical* clustering. The most commonly used partitional clustering algorithms are k-means and its variations (Pavan et al., 2010; Steinbach et al., 2000; Velmurugan and Santhanam, 2010). These flat clustering algorithms group the documents into k predefined number of partitions based on the closest distance to the k centroids. While the family of hierarchical algorithms (divisive or agglomerative) construct a hierarchy by iteratively merging (or splitting in case of divisive) the most similar pair of partitions. Some researches used a hybrid of both approaches (Cutting et al., 1992). Others used different text based approaches such as the suffix tree based clustering algorithms (Wang et al., 2008; Zamir and Etzioni, 1999; Zeng et al., 2004).

There are certainly other conventional categories of clustering algorithms such as the density based, grid based and model based clustering, among others (Han and Kamber, 2011). However, to the best of the authors’ knowledge, there were no attempts to cluster the documents using these categories of clustering algorithms, except a recent project headed by Prof. Han at university of Illinois to cluster the documents using the SCAN density based algorithm (Li, 2012). Finally, we have to say that documents had been clustered with other non-conventional algorithms such as the evolutionary-based algorithms. In this review, we shall discuss the most recent of these evolutionary-based algorithms.

**Cluster Validation**

The procedure of evaluating the quality of a clustering algorithm is known as *cluster validation*. Two mainly categories of cluster validity measures used in clustering, namely: Internal (unsupervised) and external (supervised) validity indices. Generally, a cluster validity index serves two purposes. Firstly, it can be used to determine the number of clusters and secondly, it finds out the corresponding best partition (Das et al., 2009). For that reason, these measures can be utilized as the fitness function(s) for the evolutionary algorithms. The internal validity indices, such as the Bayesian Information Criterion (BIC), Calinski-Harabasz index (CH), Dunn index and Davies-Bouldin index (DB) can handle the information presented in the data set itself (Mary and Kumar, 2012). While, the external validity indices, such as Entropy, Purity, Normalized Mutual Information and F-measures, can utilize external knowledge alongside the data set such as the given category labels by reviewer in advance.

On validity indices, Zhao and Karypis performed a comparison of selected validity measures applied specifically to document clustering (Zhao and Karypis, 2004). Halkidi et al. (2001) surveyed the widely known clustering algorithms in a comparative way and presented a review of clustering validity measures and approaches available. Rendon et al. (2011) made a recent comparison between the internal and external validity indices.

**Early Studies on Document Clustering**

In order to make this review as integral and accurate as possible and to pave the way to future possible hybrid algorithms utilizing from certain existing characteristics, we shall briefly highlight on some major surveys and/or reviews on document clustering. There must be a careful distinction not only among the algorithms used for clustering, but also between the data types that fit each algorithm, in which it is applied to two-dimensional data or multidimensional data as in the case of the text documents. Hence, this section is divided into two subsections. The first subsection is devoted to the studies that dealt with the conventional algorithms for document clustering (the dash-dotted line in Fig. 3). Meanwhile, the second subsection is devoted to the studies that dealt with the evolutionary algorithms for clustering the two dimensional data (the dotted line in Fig. 3). It should be noted that the evolutionary algorithm based clustering algorithms for 2D data might be useful for the document data.

Nevertheless, our main focus is on the Evolutionary Algorithm-based methods brought to bear specifically for document clustering (the dashed line in Fig. 3). Accordingly, we’ll dedicate section 4 to list, categorize and criticize the latest studies on this issue.

**Major Surveys on Conventional Document Clustering Algorithms**

By conventional approaches we are specifically pointing out to two categories of clustering, namely the *partitional* and *hierarchical* algorithms. These two families of algorithms are the most commonly used algorithms for clustering the text documents.

The variations of the *k-means* algorithms are the most popular partitional clustering algorithms due to its ease of implementation and low time complexity. However, these algorithms have some drawbacks such as sensitivity to selection of initial centroids, sensitivity to outliers and the requirement to pre-specify the number of clusters. Whereas, the *hierarchical* algorithms provides more accurate results than those obtained from k-means algorithms. Nevertheless, the partitional algorithms also have some drawbacks such as high time complexity, producing the same result in all runs and the inability to reassign the initially wrong assigned points to clusters.
Peter Willett wrote one of the early critical reviews on document clustering (Willett, 1988). He discussed hierarchical agglomerative clustering methods that can be implemented on databases of nontrivial size. He also described the validation of document hierarchies; theoretically by the theory of random graph and empirically by characteristics of document collection that are to be clustered. The analysis was focused on the extensively used single linkage hierarchical method, with a description to other group of hierarchic agglomerative clustering methods like the complete linkage, group average and Ward methods.

After the pioneer hybrid strategy of combining the hierarchical and partitional clustering into one cluster-based browsing system done by (Cutting et al., 1992; Steinbach et al., 2000) did an excellent experimental study and comparison between the two main conventional approaches on document domain. For the hierarchical, they adopted three different schemas: Intra-Cluster Similarity Technique (IST), Centroid Similarity Technique (CST) and Unweighted Pair Group Method using Arithmetic Averages (UPGMA). Whereas, for partitional clustering, they adopted two schemas: K-means and its variation bisecting k-means. They came up with a contrary, yet interesting conclusion about applying the conventional clustering algorithms on the document data set. They showed the superiority of bisecting k-means over UPGMA, the best hierarchic schema they adopted on documents. In addition, they provided the explanation for this superiority. Their explanation was based on the analysis of the specific clustering algorithm used and the nature of the document data.

One more similar analysis is done by in (Amala Bai and Manimegalai, 2010). Among the different versions of conventional algorithms, they conducted their analysis via two schemas of partitional algorithms: Euclidian k-means (K-means) and Spherical k-means (SK-means) and one schema for hierarchical algorithms: Unsupervised Principle Direction Division Partitioning (PDDP). They assured the results of Karypis lab group (Steinbach et al., 2000) on the ability of partitional algorithms to acquire better results than the hierarchical algorithms in certain initials clusters. Some of their assumptions raised the quality of the results, such as, assuming equal number of documents in all classes and stripping out the stop-word removal in the preprocessing phase.

Liping (2005) surveyed the text clustering from a different point of view. The survey shaded more lights on particular challenging problems in text clustering such as big volume, high dimensionality and complex semantics. The survey reviewed the suggested solutions for those problems and how they applied on some existing and well-known web systems, such as Unstructured Information Management Architecture (UIMA), the KArlsruhe ONtology and Semantic Web tool suite (KAON) and A General Architecture for Text Engineering (GATE).

A well-structured paper by Patel and Zaveri (2011) reviewed the web page clustering techniques. The paper presented the conventional algorithms with a swift overview to the optimization-based algorithm such as the Genetic Algorithms (GA). The document representation techniques and cluster evaluation measures had also been described briefly.

Fasheng and Lu (2011) demonstrated the common clustering algorithms. Namely, the hierarchical, partitional,
density-based and self-organizing map algorithms. The paper analyzed the mentioned clustering algorithms and summarized the characteristics of each algorithm.

More Recently, Aggarwal and Zhai (2012) included a chapter to survey the text clustering algorithm. In addition to the frequent conventional distance based algorithms, some other new categories of algorithms have been introduced. These categories stated the feature selection based, word and phrase based and probabilistic text clustering algorithms. However, it didn't indicate any class of optimization-based nor evolutionary-based algorithms.

Major Surveys on EA-Based Data Clustering Algorithms

Evolutionary Algorithms (EAs) are population based metaheuristic optimization algorithms which use mechanisms inspired by the biological evolution, such as mutation, crossover, natural selection and survival of the fittest in order to refine a set of candidate solutions iteratively in a cycle (Weise, 2011). The EAs are mainly divided into four categories: Genetic Algorithms (GA), Genetic Programming (GP), Evolutionary Programming (EP) and Evolutionary Strategy (ES). Each of these constitutes a different approach. However, they are all inspired by the same principles shown in Fig. 4.

One of the early studies on data clustering was the notable and lengthy paper of Jain et al. (1999) that reviewed various deterministic and stochastic approaches to data clustering. The paper discussed statistical, fuzzy, neural network, knowledge-based and evolutionary approaches to data clustering. However, regarding the evolutionary-based approach, an indication had been given to only two early empirical studies on small data set; that is, fewer than 200 patterns. Nevertheless, the study assured a number of particular properties of evolutionary clustering among other reviewed algorithms. These properties are:

- The capability of searching more than one solution at a single run-time by virtue of the inherited population-based feature
- The ability to speed up performance due to the parallelism feature
- The uniqueness in EA-based algorithms in finding optimal solutions even when the criterion function is discontinuous
- And most importantly, the capability of the EAs of being the unique “globalized search technique” among other reviewed clustering algorithms

Jain et al. (1999) paper also shaded some lights on the domain of document clustering.

Sheikh et al. (2008) wrote a survey on the state-of-the-art GA-based data clustering techniques and their application to different problem domains. They stressed that GAs are the best known evolutionary techniques. The researchers commented shortly on merely two papers related to the document clustering domain.

Fig. 4. Problem solution using EAs

In addition to the hard EA-based clustering, which had been covered in most of the previous surveys, the overlapped EA-based clustering had also been covered in (Hruschka et al., 2009). Besides that, this survey had included discussion on advance topics such as ensemble-based and multi objective evolutionary clustering. Moreover, it discussed a number of applications of EA clustering. Specifically application on image processing, bioinformatics, finance and Radial Basis Function (RBF) neural network design. Nevertheless, the domain of document clustering had barely been listed.

Text Document Clustering with Evolutionary Algorithms

We emphasize that none of the above surveys/studies addressed the detailed issue of document clustering from the EAs point of view. Accordingly, one of the main objectives of this paper is to cover the scope of EA-based clustering algorithms on the text document domain.

After careful analysis and detailed review of the recent researches in this field, it appealed to us three main disciplines in dealing with the document clustering from the evolutionary algorithms point of view. Hence, the next subsections are organized accordingly, as shown in Fig. 5.
To make the discussion as clear as possible, we adopted some labeling scheme to refer to different research groups/disciplines. The first research group is going to be referred to as **content clustering**, since they dealt with the clustering of the entire textual contents of specific set of documents. The second group will be called **web document clustering**, as they examined other “web” features added to the clustering of the web/hypertext pages and lastly, the third group will be referred to by **keyword/keyphrase clustering**, as this group investigated the identification of groups of keywords/terms that best describe a specific set of documents. All of these researches are substantially discussed the document clustering problem from the evolutionary algorithms perspective. Each research is going to be discussed in depth in the later subsections showing its operation, characteristics and demonstrating the best of its results and weakness if any. Finally, since the objective function is the most distinguished portion of evolutionary algorithm, a summary of all fitness functions adopted for all disciplines is going be discuss in the next section (section 5).

### Content Clustering

Wei et al. (2009) put forward a new dynamic method based on GA for document clustering. The method established on a new formula for describing the similarities of Chinese text documents. The formula took into account the partial similarity (up to 4 letters) of the keywords instead of full matching. The algorithm used floating point encoding and floating point crossover and mutation operators. The selection operator was a combination of choiceness and sorting. The sum of mean deviation of inter-class distance was used as the fitness function. The proposed algorithm didn't use elitism to allow the better chromosomes to carry on to the next generation. Finally the algorithm assumed that the number of categories $k$ is given as an input parameter. The performance of the suggested GA methods showed better clustering results than k-means algorithm in term of the average of fitness function. The results obtained from 600 document chosen from CSSCI Chinese data set.

To show the potential power of the mutation operators and for a faster convergence Premalatha and Natarajan (2009) proposed clustering of documents based on GA with dynamic mutation operators and adaptive mutation rates. The idea is simply suggested $N$ mutation operators with equal mutation ratio. After specific generations, the mutation operator that produces better average fitness values might increases its control ratio. Other parameters and operators of GA remained the same as in the standard GA. The fitness function is derived from the cosine similarity. The number of clusters $k$ was fixed to 3 only. The representation, as we believe and, shown in Fig. 6 is suitable for small data set since each chromosome represent the entire set of documents. The method is assumed theoretically better than simple GA.
Saini et al. (2011) proposed a weighed fitness function that combined the semantic similarity measure along with other two standard similarity measures, namely Jaccard and cosine similarity. The algorithm used real encoding schema, standard crossover and mutation operators, roulette wheel selection operator, population size of 15 chromosomes and it didn’t use elitism. The 1414 document handled in the implementation was taken from the cisi data set. Matlab software was the tool for implementing the algorithm, alongside with Matlab toolbox Text to Matrix Generator (TMG). The algorithm proposed single measure to combine weights from the Jaccard, Cosine and similarity measures. Thereafter, the algorithm used the genetic algorithm to optimize these weights. This study indicated that no significant improvement has been seen in average fitness value of overall generation. 

Leon et al. (2012) proposed a niching based GA, which they claimed that it is robust to noise and able to determine the number of clusters automatically. The algorithm finds and maintains dense area or clusters in the solution space using GA and niching techniques. Each chromosome represents a candidate cluster (center and scale). The center evolved using GA while the scale or cluster size is updated using hill climbing procedure. The algorithm used sparse real and sparse binary encoding with specialized genetic operator suitable for this sparse representation. The fitness function was based on cluster center and cluster scale. The algorithm didn’t use elitism. Two well-known data sets had been used. Namely, the 20-newsgroup and the TREC-7 with 2000 and 7454 text documents respectively. The algorithm claimed to achieve different degree of exploitation and exploration in searching for the optimal cluster prototypes. Moreover, the results indicated that, the proposed clustering process clusters the data in ways that sometimes go beyond the predefined document classes, by either splitting a class into several clusters or by forming a cluster that is distributed among several clusters.

A patented document Clustering algorithm using GA Model (CGAM) was invented by Shi and Li (2013). It is a GA based k-means that also took into consideration the impact of the outliers and part of the speech. Concerning the representation, the Algorithm constructed two VSMs. The first VSM composed by the named titles, nouns and verbs, while the second VSM composed by the remaining part of the speech words. The final VSM is a weighted combination from these two VSMs. The selection operator was the roulette wheel which based on the probability of chromosome over the sum of all probabilities in population. The crossover and mutation operators were based on the floating point encoding schema. The fitness function was based on the cosine similarity measure between each sample and each center. On the contrary to other previous reviewed algorithms, elitism was used in this algorithm. The data set based on both Chinese text corpus and Reuters 21578. It should be noted that some of the algorithm’s parameters had been selected in an empirical basis such as the number of iterations, number of elites’ chromosomes and more importantly the number of clusters k. The results showed that CGAM achieved better than other GA based k-means algorithms and has been applied in Chinese national program of business intelligent system. The entire implemented system claimed to fit the practical needs of automatic text clustering, text categorization and topic detection against huge document sets.

Finally, a research group in the Korean Chonbuk National University reported a series of studies on document clustering with evolutionary algorithms. Few of these studies were on the semantic properties, whereas the most were on other similarity measures. Hence, we will focus on the latter studies in this review. In all studies, all of the data sets were adopted from the Reuter-21578 data collection with varying data set sizes between 100 and 1000 documents at maximum in one study. While most of their studies used 200 documents from the Reuter data collection. Moreover, a single fitness function applied mainly in all of the studies, namely the inverse of Davies-Bouldin Index (DBI) which was used to determine the number of clusters.

Initially, (Song and Park, 2006) focused on the representation by adopting a Modification to the Variable length Genetic Algorithm (MVGA). An indexing technique applied to encode the chromosome in order to indicate the location of each gene. Consequently, more effective genetic operators were introduced. MVGA designed to automatically adjust the influence between the diversity of the population and selective pressure during generations. The results which compared with the conventional Variable length Genetic Algorithm (VGA) showed that MVGA converged slightly faster than VGA with the first data set. Also, it showed that MVGA evolved much faster and more accurate than VGA with the second data set used.

The Subsequent researches concentrated on the concept of dimensional reduction. Song and Park (2007b) focused on GA with dimension reduction based on Singular Value Decomposition (SVD). While in the later two studies the focus was on another type of dimension reduction, namely the Latent Semantic Indexing (LSI) (Song and Park, 2007a; 2009). Template Numerical Toolkit (TNT) used for computing the SVD. TNT took more computation time than Matlab, but this
toolkit provided higher quality and more reliable decomposition results. The results showed that the performance of the dimensionally-reduced VSM with GA is significantly superior to that of conventional GA in VSM. The proposed algorithms could retain high F-measure even with very high rates in term reduction.

A double layered GA (DLGA), with the graphical structure shown in Fig. 7, had been proposed to tackle the problem of Premature Convergence Phenomenon (PCP) in (Choi et al., 2011). PCP is the problem of converging to a local optimum rather than global optima in the solution space. The implemented system showed that DLGA is stronger against PCP compared to conventional genetic clustering algorithm. In addition, it showed that the document clustering using genetic algorithms performs better than the traditional clustering algorithms (K-means, Group Average).

In addition to the single objective function used in their previous researches, namely the DB index, they adopted another objective function based on Calinski and Harabasz's (CH) validity Index in (Lee et al., 2011; Lee and Park, 2012). Their results showed that the performance of these two multi objective algorithms is higher than those of traditional document clustering and general genetic-based algorithms, but the computational time for the multi objective algorithms have increased.

Web Document Clustering

Most of the web pages on the internet basically consist of a structured hypertext files. Hypertext representation inherits all the essential steps of the plan text representation and preprocessing. However, it takes advantage of the extra information in HTML files such as the metadata, title and the visual features (bold, italic, underline, emphasize, strong, headline) and more. Accordingly, further efforts will be needed in the preprocessing phase and new challenges will be added to employ these extra information to crop efficient algorithms.

One of the pioneer researches in web document clustering with genetic algorithms presented by (Casillas et al., 2003). In this study, the algorithm was evaluated with a document set that were the output of a query in a search engine. That is a kind of clustered-based browsing. The assumptions were to provide a clustering for the search result without a prior knowledge of number of clusters $k$ and to apply the clustering on small number of documents. Single objective function was used to estimate the number of clusters based on Calinski and Harabasz's (CH) rule. This function is approximately a kind of ratio of Between-Group Sum of Squared Distances (BGSS) to Within-Group Sum of Squared Distances (BGSS). Four data sets from a Spanish newspaper had been used containing 10, 12, 31 and 100 documents respectively. Unlike other followed researches, the representation was depended on the calculation of the Minimum Spanning Tree (MST). The experiments showed that at average the GA-based method got better results in a less time compared with CH-based method.

A lengthy and well-explained paper by (Carlantonio and Costa, 2009) developed a system called SAGH (Genetic Analytical System of Grouping Hypertexts) for clustering analysis of web documents based on genetic algorithms. The system was composed of seven modules. The first five modules were for preprocessing the hypertext, the sixth performed the cluster analysis and the seventh presented the results. SAGH used fixed size chromosome representation as shown in Fig 8. Selection was based on the classical roulette wheel selection. The crossover and mutation operators were oriented to groups.

The fitness function formulated on average silhouette width. The implemented system, which also applied elitism, didn't request any input parameters. The performance of SAGH system declared to be reasonably good. It recorded that for visualizing 400 documents it took 2 min and it took 30 sec for the 100 documents. Zhengyu et al. (2010) enhanced their own work on web page document clustering presented in (Zhu et al., 2007). A Dynamic Genetic Algorithm (DGA) was designed then developed with Delphi language to overcome the shortages of their previous Hybrid Clustering Algorithm (HCA). The DGA improved the auto method of finding the number clusters $k$. It also improved the genetic operators, the fitness function and the encoding schema as well. DGA overcame the sensitivity in assigning the first page $(d')$ in its cluster, which might lead to incorrect number of clusters as shown in Fig. 9. The data set was 3300 downloaded web pages, arranged in 11 classes with 300 pages in each class. The genetic operators was nicely examined and modified to fit the problem. Specifically, the crossover adopted with changeable executive probability to achieve balance between selection pressure and convergence rate. While, the mutation adopted the Dynamic Splitting and Merging (DSAM) procedure to keep the number of cluster $k$ fixed. i.e., when split was done for a large diameter cluster, another merge was done to two clusters with minimum centroids distance. Finally, a new third operator was introduced, called Local Adjustment (LA) operator, to overcome the weakness of genetic in local search compared with its ability in global search. The fitness functions in DGA made use of both concentration (distances within each cluster) along with dispersion (distances among clusters) which was not taken into account in the HCA method. The enhanced encoding schema claimed to prevent falling in local optimization due to the variety between the fathers and child genes which wasn't in the previous schema.
Fig. 7. The structure of the Double-Layered GA (DLGA) as proposed in (Choi et al., 2011)

Fig. 8. Fixed chromosome size representation by (Carlantonio and Costa, 2009)

Fig. 9. (a) A demo of two clusters (b) A demo of error clustering
Cobos et al. (2011; 2010; 2012) conducted a number of researches on web document clustering based on Evolutionary Computation (EC) algorithms and other optimization-based algorithms. The latest research (Cobos et al., 2012) was an approach for clustering the web document using genetic programming evolutionary algorithm. The novelty of this research was in obtaining the modified Bayesian Information Criteria (BIC) fitness function using the Genetic Programming (GP) in a reverse engineering view. The Representation was based on tree of expressions. As the genetic operators, rank selection, one- and two-point crossover and three kinds of mutation had been used. It is interesting to note that this new BIC fitness function presented better results than traditional BIC over 50 dataset based on DOMZ and 44 datasets based on ABIENT using a specific evolutionary algorithm.

Lastly, Liu et al. (2011) revealed a hypertext document clustering algorithm utilizing from additional information that may have more contribution for clustering, such as the Visual Features (VF). Precisely, it took into account the effects of text size, font and other appearance characteristics included in body, abstract, subtitle, keyword and title of the document. Hence, the weight of each term \( w_{ij} \) was the ratio of weighted sum of each visual feature. The data set was taken from a Chinese corpus and the document similarity was presented by the cosine similarity. It is worth noting that the proposed VF-clustering algorithm made use of crossover and mutation thoughts of GA to improve the k-means algorithm. The analysis showed that the clustering result of the visual features was better than any single visual feature in representing documents. Although the VF-clustering algorithm adjusted the number of clusters \( k \) automatically using thoughts from GA, but it had introduced at least five unknown parameters for each weight of the visual feature used.

### Keyword/keyphrase Clustering

The keyword is a significant or descriptive word within a document. The keyphrase is a phrase of two or more keywords to capture the main topic within a document. Early systems worked well in generating keywords/keyphrases for individual document, such as Keyphrase Extraction Algorithm (KEA) (Frank et al., 1999). The recent researches focused on finding keywords/keyphrases from the whole corpus for other clustering reasons. Such as: Clustering the keywords to improve the retrieval, reformulating the user queries through clustered terms (query expansion), or clustering the documents based on keywords selection/reduction. This subsection will review the recent work on this area.

Wu and Agogino (2004) established one of the pioneer researches of evolutionary algorithm on keyphrases. They had used the NSGA-II algorithm with two objectives. The first objective was the number of phrases selected and the second objective was the measure of dispersion of the phrase over the textual units in the document. Their results indicated that the algorithm can extract a good keyphrase set just by processing a set of documents in a certain domain without the need of any domain-specific knowledge or prior training. To assess the quality of the extracted phrases, a human evaluation procedure by total of six evaluators was carried out. It reported that over 80% of the keyphrases were accepted from the chosen data set. The data set was 34 papers taken from American Society of Mechanical Engineering-Design Theory and Methodology (ASME-DTM) conference. As a measure of performance and on a 1.8 GHz workstation, the algorithm took 5 h to converge.

Shamsinejadbabki and Saraee (2012) presented a GA-based method for keyword selection for document clustering. A new Modified Term Variance (MTV) measuring method was proposed to evaluate the grouping of terms. Binary representation was used for the presence or absence of a specific term in the phrase. The selection operator employed the standard roulette wheel selection. The crossover and mutation were also standards as shown in Fig. 10. The fitness function was based on the proposed MTV without using elitism in the algorithm. As a performance metric, the MTV-method showed better average accuracy and F1-measure comparing with the traditional Term Variance (TM) and Document Frequency (DF) methods over data set taken from Reuter-21578 corpus collection. It is also worth mentioning that there were some unknown parameters introduced by this algorithm for the GA operators and for the genetic encoding schema.

Sathya and Simon (2010) implemented a genetic-based algorithm to find out the combination of terms extracted from online documents. First a crawler was used to extract the terms from the documents then GA was used to generate the combination of terms. Thereafter, the results obtained from the GA were applied to IR system as a kind of query expansion. The fitness function was a ratio of the number of times the keywords appeared in the whole document over the total number of documents in the data set. Floating point representation was used to encode the chromosomes. Basic GA operators were applied. Namely, the selection operator was tournament selection and the crossover operator was the single point crossover. As a final result, the proposed system with the query expansion feature claimed to be more efficient than the traditional systems in terms of precession and recall metrics. The results had been evaluated over a data set consisting of 1000 documents chosen within a specific domain.
Yonghong and Wenyang (2010) introduced a genetic algorithm method for text clustering based on terms selection, or more precisely, terms reduction. The main characteristics of the proposed algorithm are: Binary bit-string representation, roulette wheel selection, standard crossover and mutation, no elitism used and the fitness function was based on the cosine similarity. It is worth to say that no data set was mentioned in the paper and the method had been proven mathematically. The research provided analysis and theorem proof that the algorithm can provide higher performance in computational complexity, clustering effects and high dimensional data clustering.

Dorfer et al. (2010) initially proposed a simple evolutionary strategy algorithm for keyword clustering. Next, in Dorfer et al. (2011) analyzed the performance of four different kinds of evolutionary algorithms for keyword clustering. Lastly, in Hooper and Paice (2005c) they presented a population diversity analysis in keyword cluster optimization using four different types of evolutionary algorithm. Namely Genetic Algorithm (GA), genetic algorithm with strict Off Spring Selection (OSGA), Evolution Strategy (ES) and the multi-objective elitist Non-Dominated Sorting Genetic Algorithm (NSGA-II). A keyword clustering solution is defined as a list of lists of keywords as shown in Fig. 11. The system conducted with the Heuristic Lab Software. The data set was taken from the TREC-9 conference 2000, which contained 36,890 publication information entries.

The base of Dorfer et al. (2012) researches was the developed fitness function which consists of six weighted parameters. Hence, these parameters needed a lot of weighting factors and parameter tuning to obtain meaningful results. The Final comparison results, with a specific parameter tuning for each algorithm, showed that the ES generates highly similar solutions then other EAs, whereas the OSGA maintains the diversity until the end of the runs.
The Objective Functions used in Document Clustering

The objective function (or fitness function) is the measure that evaluates the optimality of the generated evolutionary algorithm’s solutions in the search space. In clustering domain, the fitness function refers to the adequacy of the partitioning. Accordingly, it needs to be formulated carefully, taken into consideration that the clustering is an unsupervised process. Different objective functions generate different solutions even form the same evolutionary algorithm. Presuming also that the fitness could either be a minimization or a maximization optimization function. Moreover, the algorithm could be formulated with one objective function or with multi objective functions. To sum up, “choosing optimization criterion is one of the fundamental dilemmas in clustering” (Das et al., 2009).

Broadly speaking, there are several measures appeared in the lectures to define the proximity (similarity or difference) between two documents or among set of documents. Examples of the similarity measures are Dice, Jaccard, Overlap and Cosine similarity measures. Examples of distance measures are the Minkowski, Mahalanobis, Euclidean and Manhattan measures. Examples of the similarity (similarity or difference) between two documents or among set of documents. Examples of the similarity (similarity or difference) between two documents or among set of documents. Examples of the similarity (similarity or difference) between two documents or among set of documents.

The classification of optimality and the class of the employed measure are listed in the following columns. Based on the observation for the functions and as presented in Table 1 and 2, we found out that the content and web document researches applied most of the measures, namely the inter and/or intra clustering, the proximity and the validity index measures. Additionally, most of these researches dealt with the problem as a maximization problem, except in (Wei et al., 2009) and (Cobos et al., 2011; 2010; 2012) because the intra-clustering and BIC are minimization in its nature. While in (Lee et al., 2011) and (Choi et al., 2011; Lee et al., 2011; Lee and Park, 2012; Song and Park, 2006; 2007a; 2007b), the researchers adopted the inverse of the DB index to convert the problem into a maximization problem.

Based on the observation for the functions and as presented in Table 1 and 2, we found out that the content and web document researches applied most of the measures, namely the inter and/or intra clustering, the proximity and the validity index measures. Additionally, most of these researches dealt with the problem as a maximization problem, except in (Wei et al., 2009) and (Cobos et al., 2011; 2010; 2012) because the intra-clustering and BIC are minimization in its nature. While in (Lee et al., 2011) and (Choi et al., 2011; Lee et al., 2011; Lee and Park, 2012; Song and Park, 2006; 2007a; 2007b), the researchers adopted the inverse of the DB index to convert the problem into a maximization problem.

**Table 1. The objective functions used in the content clustering researches of section 4.1**

<table>
<thead>
<tr>
<th>Objective function</th>
<th>The function's parameters</th>
<th>Type of optimality</th>
<th>Type of measure</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E = \sum_{i=1}^{m} \sum_{j=1}^{n_i} \left( x_i - x_j \right)^2 / n_i$</td>
<td>$x_i$: the cluster center of $c_i$, $n_i$: no. of documents in $c_i$</td>
<td>Min.</td>
<td>Intra clustering</td>
<td>(Wei et al., 2009)</td>
</tr>
<tr>
<td>$F = \frac{\sum_{i=1}^{C} \sum_{j=1}^{N_i} \left( W_{ij} \right) \sigma_i}{N}$</td>
<td>$W_{ij}$: jth document belongs to cluster $i$, $\sigma_i$: centroids of the $i$th cluster, $N_i$: no. of documents belonging to cluster $C_i$, $N$: no. of clusters.</td>
<td>Max.</td>
<td>Variation of cosine similarity</td>
<td>(Premalatha and Natarajan, 2009)</td>
</tr>
<tr>
<td>SBCSM = $\sum W_i S_{Similarity} + W_i C_{Similarity} + W_i J_{Similarity}$</td>
<td>$W_i$: weights of $i$th document, $S_{Similarity}$: similarity between samples, $C_{Similarity}$: cosine distance of samples, $J_{Similarity}$: Jaccard distance of samples</td>
<td>Max.</td>
<td>Weighted similarity</td>
<td>(Saini et al., 2011)</td>
</tr>
<tr>
<td>$f_i = \sum_{j=1}^{n_i} W_{ij} \left( \frac{d_j}{\sigma_i} \right)^2$</td>
<td>$d_j$: measure of dispersion of the candidate center, $\sigma_i$: is the measure of how typical is point $x_i$ from cluster $C_i$, $W_{ij}$: weights of $i$th document, $n_i$: no. of documents belonging to cluster $C_i$.</td>
<td>Max.</td>
<td>Variation of inter and intra clustering</td>
<td>(Leon et al., 2012)</td>
</tr>
<tr>
<td>$f = \frac{1}{\min_{i=1}^{k} \sum_{j=1}^{n_i} \left( 1 - \cos(x_i, C_j) \right)}$</td>
<td>$k$: no. of clusters, $x_i$: a sample, $C_j$: representative of cluster $j$.</td>
<td>Max.</td>
<td>Cosine similarity</td>
<td>(Choi et al., 2011; Song and Park, 2006; 2007a; 2007b, 2009)</td>
</tr>
<tr>
<td>$F = \frac{1}{DB}$</td>
<td>$DB$: Davies-Bouldin index.</td>
<td>Max.</td>
<td>Internal cluster validity index</td>
<td>(Shi and Li, 2013)</td>
</tr>
<tr>
<td>$F = \text{max}(F_{DB}, F_{CI})$</td>
<td>$F_{DB}$: Davies-Bouldin index, $F_{CI}$: Calinski and Harabasz index.</td>
<td>Max.</td>
<td>Internal cluster validity indexes</td>
<td>(Lee et al., 2011; Lee and Park, 2012)</td>
</tr>
</tbody>
</table>
These setting and observation are useful especially when it comes to the issue of implementing more than one conflicting objective function in the multi objective evolutionary algorithms. On the contrary, the keyword/key phrase clustering showed diversity in formulating or choosing the objective function. Except for the first of the two functions presented in which is a kind of separation measure, all of rest of these clustering algorithms used either generated or statistical measures to define the objective function. Column 4 in Table 3 illustrates the category of each objective function as summarized from the reviewed research. Note also that, most of the objective functions are tend to be maximization except in the two objective functions of (Wu and Agogino, 2004) and the weighted function of parameters in (Dorfer et al., 2012) and in (Dorfer et al., 2011; 2010) respectively.

It is also important to know that each implemented algorithm has its own characteristics. These characteristics were previously highlighted in the previous sections. The emphasis, however, was on the objective function which is the milestone of the evolutionary algorithms as it evaluates solutions fitness. The ultimate aim is to make these objective functions comparable and to be developed more easily in later studies.

### Conclusion and Future Directions

Document Clustering is the research issue of increasingly many studies. After each research stage, researchers combined and classified these studies in reviews or survey papers. A number of these previous reviews dealt with the specific nature of the text document clustering problem and the corresponding conventional solutions for it. The rest of the reviews explicitly discussed the evolutionary algorithm for clustering the generated two dimensional data, whilst the document clustering is high dimensional problem in its nature.
Table 3. The objective functions used in the keyphrase clustering researches of section 4.3

<table>
<thead>
<tr>
<th>Objective function</th>
<th>The function's parameters</th>
<th>Type of optimality</th>
<th>Type of measure</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_c = \frac{N}{E}$</td>
<td>$E = D \left[ 1 - \left( 1 - \frac{1}{T} \right) \right]$</td>
<td>Min.</td>
<td>Inter</td>
<td>(Wu and Agogino, 2004)</td>
</tr>
<tr>
<td>1st objective:</td>
<td>$N = \text{number of textual units that actually contains the phrase}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_c = \text{measure of dispersion}$</td>
<td>$D = \text{no. of textual unit in the repository}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd objective:</td>
<td>$T = \text{total occurrence of the phrase}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>no. of phrases selected.</td>
<td>$f_{i,j,th} = \text{frequency of term } i \text{ in document } j$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$f_{i,th} = \text{frequency of term } i \text{ in corpus}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{i,th} = \text{measure of dispersion.}$</td>
<td>$D = \text{no. of doc.s assigned to keyword clusters}$</td>
<td>Min.</td>
<td>Weighted function of parameters</td>
<td>(Dorfer et al., 2011; Dorfer et al., 2010)</td>
</tr>
<tr>
<td>$W_i = \text{weight parameters.}$</td>
<td>$A = \text{distinct documents/total documents.}$</td>
<td>Min.</td>
<td>Weighted function of parameters</td>
<td>(Dorfer et al., 2012;)</td>
</tr>
<tr>
<td>$B = \text{no. of doc.s assigned to keyword clusters}$</td>
<td>$C = \text{mean average cluster confidence.}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D = \text{mean average document confidence.}$</td>
<td>$E = \sigma \text{ of no. of doc.s assigned.}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G = \text{no of generated clusters (k).}$</td>
<td>$F = \text{the } \sigma \text{ of no. of doc.s assigned.}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this review, we firstly summarized some significant of those review studies. Additionally and as a main target scope, we had reviewed several research papers that dealt specifically with the clustering of documents from the evolutionary algorithm point of view. Besides that, details for the general model for document clustering have been described. Different term weighting schemas, stemming algorithms, cluster validity indices and a list of dimensional reduction techniques suitable for document clustering have been shown. A number of sources to the data sets had been provided. Finally, various objective functions from range of research papers have been carefully grouped, classified and illustrated.

When dealing with document clustering from evolutionary algorithm point of view, three groups of researches had been explored. The first group of research focused merely on the textual contents of the documents without any additional information. Whereas, the second group of researches focused on the web text document and made use of the metadata, visual and other features associated with these documents. All of those two types of researches benefited from standard measures to define its fitness function, such as the cosine similarity or the measure of separation between clusters and so on. The third researches' group, the keyword/keyphrase clustering, took a different turn in employment its version of evolutionary algorithms in document clustering. In these algorithms most of the fitness functions were derived from the statistical concepts of frequency for keyword, keyphrase, terms or document in the dataset. Besides the chosen or derived objective function, it should be noted that each implemented algorithm has its own added characteristics such as: Introducing an efficient encoding schema, modifying or adding new evolutionary operators, minimizing or even canceling the unknown input parameters for the algorithm, implementing hybrid algorithm based on another existing method, or enhancing the algorithm performance.

Because the notation of “good cluster” cannot be precisely defined, there were many algorithm developed for clustering including the evolutionary algorithm. A number of issues still open and needs further research. For instance, most of the research assumed hard clustering when partitioning the document data. Hence, there is a need to investigate the performance of the algorithms with the overlapped or fuzzy clustering. Likewise, the majority of EA-based algorithms carried...
out with single objective function. For that reason, more efforts are required to consider the emerging multi objective EA-algorithms. In addition, the group-oriented EA operators rather than the “bitwise” operators need more attention. Outside the scope of the algorithm design, the effect of applying the optional dimension reduction process should also be taken into consideration along with the keyphrase feature selection methods. The authors are currently working in these directions. Finally, there is a need to incorporate and assess these document clustering algorithms into applications such as query expansion and cluster-based browsing.
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