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ABSTRACT

Today, Internet of Things (loT) has introduced atamt bandwidth consumption and necessities in
multimedia communications from online games to sidenferencing applications with the constraint of
QoS requirements from time to time. The expectepidraproliferation of services would require
performance unprecedented in the currently avaldi@st-effort routing algorithms. In, particulahet
present routing mechanisms are based on the Hest{gfradigm are unlikely to provide satisfacteryd-
to-end performance for services required in thé tieze applications. Thus, there is a definite néed
architectures and algorithms that provide bandwglieranteed and QoS guarantees beyond those of the
currently available ones. The proposed routing ritlgm addressed the problem by computing low cost
trees with delay bounded within the model wher&ia bandwidth can be reserved and guaranteed once
reserved on various links of the network there lbgviging QoS guarantees. This novel tree-pruning
algorithm aids the bandwidth measurement toolsgpyying heuristic approach and the effectiveneshef
algorithm is determined by two factors (i) the dneknd delay (i) the cost of routing. The new data
structure significantly improves the running timemplexity by O (log k) for routing procedures under
variety of QoS constraints and checking tree rgutims in O(m+f).

Keywords: Quality of Service (QoS), Network Traffic, Bandwid®llocation, Bandwidth Management,
Wavelength Links, Multistage Networks

1. INTRODUCTION models for QoS Zhenga and Mouftahb (2009). Heree, t
vision that has inspired this dissertation is thealiopment
Data flows belonging to multimedia applications are of a unified model for the performance analysifofS in
gaining importance in the Internet. A key chardst&r the optical networks Helmyt al. (2012). The traffic
of such data flows is that they require QualitySefivice  generated by multimedia applications has different
(QoS). An Internet populated with data flows reougr  requirements than those of traditional data trafficese
QoS constitutes a paradigm change from the Intémet requirements pertain to: (i) bandwidth-multimedia
its early days. This has been accounted for in manystreams use bandwidth for long periods of time in a
research endeavours proposing new architecturesgontinuous fashion, while data traffic is bursty) (i
algorithms and protocols. However, one area that ha multipoint communications-multimedia streams are
been relatively underexposed is the developmenieof expected to make heavy use of multicasting, whélta d
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traffic uses it only occasionally and (iii) low éatcy, and (2) multiple cross connects need to be estadis
required py interacti_ve c.ommunications. Deng and on-line on the network backbone Wtial. (2011). One
Subramaniam (2005) in their study stated that teegmt  of the requisites of a good provisioning algoritisnthat it
optical network resource provisioning mechanisms ar should achieve a low rejection ratio. However, jmey
based on the best-effort paradigm is unlikely toviite  provisioning algorithms proposed by Tibuleac antérFi
satisfactory end-to-end performance for servicgsired (2010) and Gringerét al. (2010) have been unable to
in the real time applications. Provisioning of anBport  meet this requirement. This raises the researchtigus
netvyork refers to assigning network resources $tatc of how to design an adaptive algorithm to distrébthe
trafflc_ demand _Munozet al. (2009). The routing yatfic onto the available multiple paths and how t
algorithms used in deployed ne_tworks are not able_t allocate the bandwidth resource to protection path
take these new requirements into account they ﬁndsatisfy the QoS under a dynamic traffic requestsis T

routes from a topological point of view only studliby o
Martini et al. (2009) and Foulet al. (2009). Thus, there chapter therefore proposes a new provisioning digor
. : ' ' a Dynamic Cost Optimized Provisioning Algorithm

is a definite need for architectures and algoriththest )
provide bandwidth guaranteed and QoS guarantee$PCOPA) to address these issues.

beyond those of the currently available ones. lis th In this study the main idea is to grouping similaks

streams that not only satisfies the requirements,id  time slots with constraint to form larger time sloThis
efficient, i.e., optimizes the usage of networkorgses  process can be done until there is only one tirterval
in order to maximize that amount of traffic it cearry. left which is the maximum time interval to be cafesied
Bandwidth of the optical network is not always Siamak Azodolmolkyaet al. (2009). This type of
efficiently utilized for data transmission becanstéwork grouping allows us to find the minimum bandwidth in
traffic typically exhibits a high degree of buress. network topology during any time interval in a fagy
Songet al. (2010) proved that the bursty network traffic and have fairness in under-utilizationcircumstandes
results in some transmission time slots that coesily introduce a new algorithm named optimal tree trec
overflow even under a very light traffic load. Tresult  this. It is assumed that each connection requires a
of Hwanget al. (2012) work showed that bursty network dedicated wavelength on each link of its path. \Weu$
traffic results in some transmission time slotst thee on tree based provisioning strategies for optical
not completely filled even when the overall trafft@d  networks. We consider the formulation of the priynar
is very high. In view of the above concern, the&i  petwork design as a graphical representation teepie
need for an access network based on Opticalyinary search tree heuristic in our approach. Tamant
techno_logy that eff_|C|entIy utilizes  the ava"ab'e dynamic nature of available bandwidth is estimatid
bandwidth by reducmg_ the "’?m‘)“”t of band width measurement tools such as pathchar, pathload,g&thne
\tﬁzst?r?a;en::jrt:]secgans_rtn|ssI|on ttr:me slots arg nedflib h and methods like probing packet trains, packeh tgap
pacity. 'n the proposed wor © model, Self Loading Periodic Streams (SLoPS),

algorithm uses an interleaved polling scheme tostatistical rocessing, kalman filtering.We use sthe
efficiently use the available bandwidth of the netiw P 9, kall ng.v
measurements for bandwidth provisioning. After the

Bhatia et al. (2008) investigated the problem of ¢ | lculated in_ th work
reliable multi-path provisioning for high-capacity measurements values are cajculaled n the networ
design, it is reserved via link multiplexing techné

backbone optical networks it proposed and invetgitja . imal laorith d bi ol
the characteristics of effective multi-path bandids a using our optimal tree algorithm and binary sean i
concept to be wused to provisioning bandwidth

metric to provision a connection to multiple pattisile , _
satisfying its availability requirements. Morest al. Deepalakshmet al. (2010; 2011). _
This study is thus organized as follows: Section 2

(2008) proposed an algorithm the results showetithiea . ) i ) .
heuristics perform significantly better in decreasi 9ives a brief scenario of new bandwidth reservation

blocking probability than conventional single-path model. Section 3 develops the routing algorithms fo
provisioning approaches for high bandwidth conmersti routing based on QoS requirement and simulatiounltees
Further the problem of minimizing the rejectionisanf ~ of the traffic performance in term of blocking padiity,
provisioning algorithms when (1) the residual end-to-end delay versus the traffic loads. Finally
bandwidths on links of the network backbone aréein conclusions and some aspects of future works aemgi
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2. NEW BANDWIDTH
RESERVATION MODEL

mingy to compute the minimum bandwidth that can be
supported during time interval [i, j] on the link.
If minimum bandwidth is lower than w, than the

Each link in a network has a bandwidth available function just return. If the bandwidth requiremean be

during a given time slot. Divide the time axis irgiots
and each slot represents the minimal time unit lmse
service requirements. The bandwidth status for diakh

satisfied, allogy calls the function spilt () to allocate
bandwidth to the bandwidth requirement and the
function merge () to merge nodes if necessary.

can be given in an array. When there is a service

requirement to be satisfied, the bandwidth statupdated.
An optimal tree with k nodes, vertexlV keeps the
information like | (v), Ix(v) the left and right end of the
interval covered by v, the pruned bandwidth infotioa
[1(V), I (v) accumulate minimal bandwidth in node v.the
interval in node v consists of intervals in theldtmodes.
There is a minimal bandwidth on each interval foe t
value for a node v, if the node v is the root @& tptimal
tree and then the minimum bandwidth on time intefiva
(v), r(v)]. In general the path from the root tanvthe
bandwidth tree is ws,..,\) where 1 v is the root an-v

K
v then > bulid _up(v).
i-1

Figure 1 and 2 illustrate a bandwidth distribution
example and corresponding bandwidth tree.

2.1. Minimum Bandwidth on a Path

A recursive algorithm for finding the minimum
bandwidth for a given time interval is shownHig. 3,
in which v is the originator node of optimal tree and

2.3. Checking Feasibility of a Connection

In the basic reservation model, a service requasth
source node ‘s’ a destination node ‘d’. The stgrtime
of the service isstand the duration of it ig. The
bandwidth requirement of the serviceBisWe need to
solve the following problems.

2.4. Connection Feasibility

In this case, given the starting time of the sernoo
the duration of it and the algorithm need to findagh in
the network that can satisfy the requirement ifrehis
afeasible path. Given a connection request withrcgou
node ‘s’, destination node ‘d’, bandwidh starting time
ts and duratiort find a path p that satisfies the bandwidth
requirement during the time intervalg{#1]. This
problem can be solved easily because we alreadythav
algorithm to check minimum bandwidth on a link dgria
given time interval. The flowing algorithm Fig. 5 shows
the connection feasible problem. A requeBt 1)

Vo, V3 are the left and right subtree of the interval of denotes a service request with bandwidth requirefden

the service requirement respectively it is notidifft
to see that if (¥ Vv,,..,\%) is the path from the root;v
to the node ¥

Then the value yreturned by the algorithm nig on
node v makes w+build_up (v)+...+build_up (v to
equal the minimum bandwidth on the intervaj\jy]. In
particular, if v is the root of an optimal treeethalue y
is the minimum bandwidth on the intervaj,%4].

2.2. Bandwidth Allocation and Release on a Path

starting time t and ending time,t If t, is +a, then the
request need to be satisfied as long as possible.

To find a path that can satisfy the service reuinat
as long as possible the time that each link casfgdhe
service requirement. Create a time length grapho®’
which each link has weight as the time length ih& |
can satisfy the service requirement. The claim thao
find the maximum spanning tree in the new grapanth
the path between source node sand destination dode
will be the path that can support the service negoént

Now we consider how to update the bandwidth tree if With themaximum duration.

we want to allocate bandwidth to a service requingim
Algorithm alloGgy in Fig. 4 updates the bandwidth
optimal tree when some bandwidth resource is aibaca
to a service requirement. In allpg ro is the root node of
the bandwidth optimal tree, w is the bandwidth
requirement and [i, j] is the time interval of tkervice
requirement. The algorithm will check whether the
bandwidth request can be satisfied by calling fiomct
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2.5. Checking Delay Congtraints

For many applications, bandwidth requirement and
delay constraint both need to be satisfied. Thendel
along a path can be bounded by the summation of the
delays on the links consisting of the path. Theagel
along a path is bounded differently depending on
which service model we use.

AJAS



Deepalakshmi, R. and S. Rajaram / American Journappfied Sciences 11 (3): 414-424, 2014

30

g

= 20 -

5

=

2

E 10 I

o) H B
0 10 20 30 40 50

Time (sec)

Fig. 1. Bandwidth distribution example
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Fig. 2. Bandwidth reservation on optimal tree

Algorithm. min gg (vy.v;v5,)
Input: A node v in a bandwidth tree and time imewal[v,—. Vil ]
Output: The minimum bandwidth of the interval[v;.v;,].

If interval [1;.7;,, ] is not totally included in [I(x). ()] then

Return 0:

If visaleafnode or [/(v).r(v)]= [v; 7. |then

Return huild _up(v):

mingy =+«

For each child node u of v such that [v; v, ] [I(v)r(v)] = ¢

Do

Value = min g ( w. max(1(u).c), mn(r(u).d)):

If min gy > value then

min g = value;

Return build _up(v)+ min gz ;

Fig. 3. Algorithm to reserve minimum bandwidth
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Algorithm.

Input: a bandwidth tree rooted at  , bandwidth requirement w and time interval

Qutput: an updated bandwidth tree.

if minBW < w then
return;

split;

if count > 1 then

create new root node

Set ... to be the children of

Set the accumulate bandwidth on

merge

merge

return ;

Fig. 4. Algorithm for bandwidth allocation on a link

Algorithm. normalize

normalize (u)

l(u)=l  (u’s left most child);
r(u)=r (u’s right most child);

mingy = the mimimum accumulate bandwidth among u’s children:
build _up(u)=build _up(u)+ minggy-:

for u’s each child v do

build _up(v)=build _up(v)- mingy:

return;

Fig. 5. Algorithm normalize
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We consider the rate-base service model is usealiin
research work. In this model, the delay along & pah be
bounded by the following formula:

D(p,r)=(c+n(p)*c) /r+>’3

Where:

p = The path

n(p) = The numbesf hops on path p

r The allocate bandwidth

o The burst size of the connection

C = The maximal packet size and is the constartydel
onlink |

The problem of finding a path to satisfy both
bandwidth requirement and delay constrain is finall
described as the following.

2.6. Bandwidth and Delay Problem

Given a connection request with source node s a
destination node d, bandwidth requirement B, delay
constraint [3, starting time ¢an duratiort find a path p
from s to d that can support the bandwidth andydela
constraints during timett+T].

3. PRACTICAL AND THEORETICAL
ASPECTSOF ROUTING RESULTS

After being able to build and check tree pruning
algorithm in an arbitrary network G, let us discgssne
interesting results and find some surprising pcattas
well as important theoretical consequences when
comparing different routing approaches.

3.1. Optimal Vs Suboptimal Tree

The differences between an optimal and suboptireal t
shown inFig. 6 which illustrates how the overall cost of an
optimal tree routed may be considerably less tharcost
of suboptimal tree in a Dijkstra shortest path gtibtal
tree model for a network G. That may be achieved by.
comparing them to an absolute value, i.e., the ito&
when routing a single traffic matrix M. M is coptifrireen
from all possible traffic matrices that make maxinonse of
all b and B. This means that for,J= (u, v) Equation (1):

> m,,<bjand) m,< § 1)
vaQ

uiQ

This problem of finding M constrained by above
notation may be solved as a maximum flow problem
between all u and v depicted kig. 6. Since we assume
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no traffic from a node v to itself, there is no nention
between v on the left to v on the right side ofapdp.

In the following, the simulation results for theaw
models compared to the minimally required cost by M
first with symmetric boundb; =b] for all vOQ, then

with asymmetric boundsb; #b;. The data of every

simulation is based on 20,000 generated graphstfs wi
for every possible configuration, there were 10@dmm
variants optimal tree. Thus, there were for exanifie
graphs withn =3, m =2 and g = 3 and 100 graghsmnv
=10, m=45and q = 10.

3.2. Comparing Tree, Prunable Reservations

Defined W =>"c,.y, as the overall weight or cost of
eJE

any optimal tree reservation in a graph G. Let i@vbe
the cost of a tree reservation in G angltie cost for a
splittable reservation. Obviously, the followingngoarison

HS always valid: €Cs Even though the graph kg. 6 has

only three nodes, finding the given splittable reson
routing is not trivial and thus list it here.

The result is approximately the same for networks
with 3 to 5 nodes. Additional experiments showsheme
ratio when G has 6 or 7 nodes. Interestingly, thezee
onlytwo cases in all examples where tree routingnéba
better routing than splittable tree routing. Hérewever,
network size might play a role. Let us now look at
simulation results to find some interesting fackowt
asymmetric tree, splittable routing. Once againwoek
with randomly generated networks. They include 6200
graphs with 3 to 5 nodes, formally described able 1.

Bounds b are chosen less strictly this allows for a
wider range of solutions, especially when compating
to splittable routing reservations where b-valuaseha
strong influence on routing paths

In Fig. 7 we show that for every fifth network G that
we look at, splittable routing reserves less badtiwi
than tree routing. The result is approximatelygame for
networks with 3 to 5 nodes. Additional experimestisw
the same ratio when G has 6 or 7 nodes. Interggting
there were only two cases in all examples where tre
routing found a better routing than splittable treating.
Here, however, network size might play a role.

3.3. Comparing Success Ratio, Aver age M essage
Overhead, Average M essage Cost

Extensive simulations were done to evaluate the
proposed tree-pruning algorithm. Three performance
metrics, success ratio, average message overhahd an
average path cost, are defined as follows:

9 AJAS
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Number of connections accepted traveling along the least delay path arrives firdh
intermediate node needs only to propagate the first
receive packet and discard all successively redeive
ones. There will be at most one packet sent aloegye
link. The algorithm fins feasible path wheneverréhe
exists one and hence is the optimal algorithm imsgeof

Success ratio = -
Total number of connections reques

Average message overhead =
Total number of routing messages s

Total number of connections reques success ratio. The BST algorithm does not have an
efficient mechanism for the termination detectidh.
Average path cost = selects the routing path when the destination vesgine
Total cost of all established connectipaths first routed packet. The advantage of the BST digor

is that it does not need to maintain any globakstahe

Number of established connections patt ) ) i
disadvantage is that too many routing packetsent s

3.4. Two Algorithms are Simulated
Table 1. Simulation result splittable routing

The optimal tree algorithm and BST. Each routing (g, Splittable
packets accrues the delay on the path it has sesteand 172 50%: q1, g2 50%: q1, 03, g2
the packets proceeds only if the accumulated ddtepg gl-q3 50%: q1, g3 50%: q1, g2, g3
not exceed the delay bound. When certain schedulingi2-ql 502@ 92,9l 502@ 92,93, 91
policies are used and the routing packets are eiotos qéaqi ggé’; qg, qi ggé’; qg, q%, qi
the appropriate priority, the routing packets ttage q3—»q2 50%‘;: q3, q2 50%2: q3, ql, q2
speeds according to the link delays. Hence, th&gtsac 9°-9 92,9 192,959
(1/ (2/5) (1/4 (2/5) (14 (2/5)
3 a1 a2
5 2.5
2/5) (2/5) gy (2/5)
(a) Graph G (b) Tree routing (c) Splittable routing

Fig. 6. For a network G in (a), tree routing in (b) hamat of 10 while splittable routing in (c) has @mfeonly 7.5

10 - BTree routing
B@Splittable rounting
Fi
o
§ 5
5
2:5
0

Nodes

Fig. 7. Percentage of networkst@at have a smaller reservation for splittableirguthan for tree routing
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3.5. Success Ratio be satisfied and thus the success ratio is highee.
Figure 8 and 9 compares the success ratios of the optimal treg algorithm, as expected, has the best
. T . success ratio. BST algorithm performs much worse
two algorithms. The success ratio is a functionthef . . S .
. . - when the imprecision ratio is 50%. This is because
both average delay requiremen§ B and imprecision .
) g : BST searches multiple paths and the number of paths
ratiol. The former is represented by the x axis and the . . . o
. . . i searched is adjusted according to how hard it k&l
later is shown by different figure. In each figues, the . :
. ) - to find a feasible path.
delay requirement become larger, it becomes eagsier

1 .

s
0-9ﬁ .."’:.x‘
_0'...0('
o 0.8- ;.*
§ 0.7 -.:.x
3 06 9.
c-.x
0.5
-‘ ..
0.4 ..‘..)K' « » o« « Optimal tree
’.'. seei{ees BST
(R . — ——— ————
45 60 80 90 100 110 120 130 150
Average delay requirement D (ms)
Fig. 8. Success ratio rate imprecision rate: 10%
1ﬁ * .Q.‘
o .
0.9 P*° .o ®
..... o.....
054 a* +°
| L 4 «*
B 0.7 - L
2 06 » Py
§ 0.5 ...' ...o'
2 04 . ~
/5] =] .-' ...o’
0.3 -
0.2 . y o « o+« Optimal tree
0.1- ooc.ocBST
0 ] I ) ] 1 ] 1

45 60 80 90 100 110 120 130 150

Average delay requirement D (ms)

Fig. 9. Success ratio imprecision rate: 50%
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4204 == «®++Optimal tree

4004 eeegeeBST o
380+ et
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320 g
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280 » Ll

Average cost per established path

2604 Ky
240 ¢ &

220+~ —r
45 60 80 90 100 110 120 130 150

Average delay requirement D (ms)

Fig. 10. Cost per established path imprecision rate: 10%
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Average delay requirement D (ms)

Fig. 11. Cost per established path imprecision rate: 50%

In addition, the state information of intermediate 3.6. Average Path Cost
nodes is collectively used to direct the probesnglthe In Fig. 10 BST has much lower path cost than the

most appropriate paths towards the destination. INgptimal tree algorithm. This is because BST useth bo
contrast, the BST algorithm performs much worsemwhe the delay metric an cost metric to make the routing

the imprecision rate is high. decision while the other algorithm use only theagel
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metric. InFig. 11 however, the average path cost of BST Bhatia, R.S., K. Murali, T.V. Lakshman and S. Sqrtgu
ishigher than that of optimal tree when D is rekly 2008. Bandwidth guaranteed routing with fast
low. Optimal tree has a much higher success rdtian restoration against link and node failures.
BST when the imprecision rate is 50%. Those  |EEE/ACM Trans. Network., 16: 1321-1330. DOI:
connections, that optimal tree is able to estabbsh 10.1109/TNET.2008.919325

BST is not able to, tent to have relatively longitleg  peepalakshmi, R., A. Divya and S. Rajaram, 2010.
paths, as observe in the simulation. They also tetchve Multimedia traffic routing algorithm for optical
higher cost, .WhICh brings the average path _cospumr networks with enhanced performance
comparison is made where only the connections wéach characteristics. Proceedings of the 4th Internation

be established by BST are considered. The averafye p Conference on Internet Multimedia Services
cost of optimal tree is lower than that of BST. Architecture and Application, Dec. 15-17, IEEE
Xplore Press, Bangalore, pp: 1-6. DOI:
4. CONCLUSION 10.1109/IMSAA.2010.5729406
Deepalakshmi, R., C.S. Kumar and S. Rajaram, 2011.
New MAC protocol for traffic routing in optical
networks by exploiting delays in dynamic
bandwidth allocation. Proceedings of the IEEE
International Conference on Computer Applications
and Industrial Electronics, Dec. 4-7, IEEE Xplore
325-330. DOI:

We formulated two generic routing problems within
the algorithm wherein the bandwidth can be resanc
guarantee once reserved on various links. The peapo
new Heuristic Algorithm which records the intenaf
available link bandwidth instead of each individtiate
slot. The storage space and searching time corplexi
under this data structures are independent ofrtiedlots. Press, Penang, pp:
This overcomes the difficulty in the previous prepd 10.1109/ICCAIE.2011.6162154
research in which larger time slot size loses mguti Deng, T. and S.S. Subramaniam, 2005. Adaptive QoS

accuracy while smaller time slot size significantly

increase routing complexity. Simulation experimeants
done to evaluate the effectiveness of optimal tneger
single class of service and multiple classes oficer
The results show that optimal tree has better padace

routing in dynamic wavelength-routed optical

networks. Proceedings of the 2nd International
Conference on Broadband Networks, Oct. 3-7, IEEE
Xplore Press, pp: 184-193. DOI:

10.1109/ICBN.2005.1589614

compared with other routing algorithms. Besidess th poyi K., T. Berisa and M. Maier, 2009. Opticalday

results indicate that optimal tree can properlyvigion
differentiated service in terms of time complexity a
multiple service network environment.

By careful control the algorithm can achieve 100%

throughput for uniform traffic. When the traffic ion-

uniform, the algorithm quickly adapts to an effitie
heap based policy among the busy queues. High
performance is gained by integrating send/receive

transmission in the order. Many important problestis
remains open in the area of scheduling algorittomseal
time traffic and data structures. It remains opedevelop
an efficient switching algorithm for multimedia ffia

with complexity matching the best known switching

algorithm. Switching the multimedia traffic usindpet
above algorithms also still have to be developed.
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