Web-Enabled Generalized Architectural Model for Online Power System Analysis
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ABSTRACT
In this study, an effective Web-enabled generalized architectural model is proposed. The proposed model makes the power system analysis to be completely secured, distributed, platform-independent and language-independent. Although significant progress has been made for on-line power system analysis in distributed environment, still efficient distributed environment has not yet been exploited. The Web-enabled architectural models are emerging as basic methodologies to support the integration of different power system applications using open Internet standard. The existing RMI models for solving multi-area power system problems in distributed environment, has its limitations to use in internet-based applets. The main objective of this study is to convert existing RMI model for power system applications into Web based model for on-line monitoring of multi-area power systems in distributed environment. Test bench has been created to carry out the performance analysis of the proposed model. Using the proposed model, load flow analysis is carried out for various bus systems. The results obtained are reported.
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1. INTRODUCTION

Recent advancement in distributed computing and Internet technologies has given way to carry out the on-line power system analysis of large interconnected multi-area power systems in distributed environment. Remote Method Invocation (RMI) technology has been used to set up the distributed environment through which the multi-area power systems can be monitored and controlled (Nithiyanathan and Ramachandran, 2004; 2013). The RMI model makes it very easy to create Web based applets that perform powerful server side operations such as accessing a databases or communicating with remote side applications. However number of RMI limitations makes its use impractical in Internet based applets.

1.1. State of the Art

Various power system control centres are reviewed in detail (Wu et al., 2005). The definition and implementation of a distributed Web-based architecture for the on-line power system analysis has been analyzed (Muthu et al., 2011). The basic architecture of Web-based online real time integrated information system has been analyzed (Choi et al., 2011). The power system simulation package with various analysis distributed in a clustered environment has been modeled (Salehi et al., 2011). The package is completely web based and platform independent. An experimental illustration for on-line security analysis is carried out (Salehi et al., 2011). It is reported that the analysis could be executed in lesser period of time even for large power system. A first Web Services-based platform for the on-line power system monitoring is
implemented (Morante et al., 2005). This analysis is a complex, large-scale and computationally complex whose solution requires different distributed resources and functionalities. The platform described in the study is able to integrate services of different kinds, such as real-time data acquisition from several sources, high computational power and data storage capabilities, to perform complex computations on large scale distributed systems (Zhang et al., 2010). An Internet interface to SCADA system is proposed (Su et al., 2002). A Web model based on client/server architecture is proposed (Qiu and Gooit, 2000).

Many architectural models are proposed (Das and Roy, 2013; Ponnuramu and Tamilselvan, 2012) to carry out the on-line monitoring of multi-area power systems in distributed environment. The grid computing for monitoring and control is discussed (Irving et al., 2004, Taylor et al., 2006). However, the integration of advanced distributed computing with existing architectural models becomes a practical problem. It was felt that there is a need for research enhancement and development of effective Web-enabled architectures to solve the power system problems in a completely secured, distributed, platform and language-independent environment.

Hence in this study, it is proposed to implement an effective Web-enabled generalized architectural model for making the power system analysis in a completely secured, distributed platform-independent and language-independent environment.

1.2. Need for Analysis in Distributed Environment

The rapid developments of the Internet and distributed computing have opened the door for feasible and cost-effective solutions for solving multi-area power system problems. Today’s large interconnected power systems have very long range interconnections with many legacy systems and different operators make the maintenance of power system stability a challenging task.

The computer applications used in power system analysis have undergone profound changes since last few decades. The interconnected bulk electric power systems are becoming integrated with vast networked information systems. The existing power system operations are primarily used for desktop applications with a small number of exceptions implemented in parallel processing super computers. Many of today’s desktop computing applications are distributed in nature to take the advantage of the shared resources and information available in a clustered environment. Traditionally on-line power system applications are self-contained monolithic programs that have a limited access to one another’s procedure and data (Zhang et al., 2010). They are usually cumbersome to build and expensive to maintain because simple changes in the power system operation logic may cause the entire application to be rewritten, recompiled and retested.

The present conventional client-server architecture for power system analysis is complicated, memory management is difficult, source code is bulky and exception-handling mechanism is not so easy. In the conventional power system operation and control, it is assumed that the information required for the monitoring and controlling of power systems is centrally available and all computations are to be done sequentially at a single location. With respect to sequential computation, the server has to be loaded every time for each client’s request and the time taken to deliver the solution is also relatively high. A good deal of literature and implementation is available pertaining to on-line power system analysis through conventional client-server architecture. In spite of this, it is needed to develop an effective architecture to make the power system analysis in a completely platform, language and location independent environment.

1.3. RMI Model for Power System Applications

On-line monitoring of multi-area power system requires real-time data obtained from the different power system clients. Each sub system of interconnected power system is considered as a power system clients and these power system clients are interconnected with the server. The power system client applications are running in a heterogeneous environment.

An Remote Method Invocation (RMI) based single-server/multiple-clients architecture has been proposed (Nithiyananthan and Ramachandran, 2005) in such a way that for every specific period of time, the remote server obtains the power system data simultaneously from the neighboring power systems which are the clients registered with the remote load flow server and the load flow solutions from the server have been sent back to the respective clients. In existing RMI models, the power system client who is deployed in Java platform cannot communicate with the load flow service that was developed and deployed using some other paradigm. Each subsystem has been considered as a power system client and hence multi power system clients-single server model is implemented.

A client computer basically does the distributed power system monitoring through an applet for every specific period of time and frequently exchanges data with the server. The server does the load flow analysis
and then distributes the results. Chronologically the server process should be started first so that it can take the initiative to set up a connection link. It then starts waiting till it receives a connection request from the client. A client can register itself with the remote object just by invoking the registration procedure on the server object, when it needs a service from it. The remote object obtains the necessary data from the registered client objects and responds back to them respectively with the results. This total process can be automated by making the server get the input data for every specific period of time. Transaction of data between clients and server takes place several times and so the possibilities of the occurrence of errors may be high. Hence it must be handled properly.

The Limitations of using RMI in Applets (Jagannadham et al., 2007) on the Internet are the following:

- The most popular web browsers—Netscape Navigator and Microsoft Internet explorer do not adequately support RMI. Navigator supports RMI on most platforms but does not support HTTP tunneling. The power system clients connected to a Web through the proxy server cannot use RMI applet
- RMI registry can experience problem when handling connections via the Internet
- The RMI registry is not as flexible as most server applications, like answering only to the client connections made to one specific hostname this means that RMI server application cannot support multiple domains on a single web server, which limits the deployment options
- Power system applications require the data exchanged between the client and server be encrypted or compressed. The RMI requires only that implement socket classes and RMI socket factory that creates specific special sockets, however overriding the default socket factory disables RMI’s ability to do HTTP tunneling, thereby preventing access by proxy server users
- Deploying RMI’s application requires additional network firewall configuration by default RMI object are bound to random “anonymous” server port numbers, make it impossible to predict the ports that must be available to Internet clients. The proposed Web-based model allows specifying a port number when creating a remote object

2. WEB-BASED COMPUTING FOR POWER SYSTEM APPLICATIONS

Web technologies enable communication between dissimilar computers over a large geographical region via Intranet or Internet (Fig. 1). These provide a general distributed computing environment so that distributed applications can be implemented in it to exploit cheap but powerful parallel virtual machines. Web-based computing permits data sharing and computing over a large system range on heterogeneous hardware and software platforms, permitting the execution of number of operations simultaneously. This technology is basically based on client-server paradigms and concurrent programming.

The advantages that a Web-based system offers over traditional legacy systems are:

- Reduced costs (adding new resources, training and maintenance)
- Improved access to the system through re-deployment and re-orientation of existing hardware and software resources
- Anytime, anywhere secured access to users and customers
- Easy access to users over the Internet since no extra hardware or software is required to access the application
- Ease of maintenance from a Programming/Maintenance group perspective
- User-friendly interface that requires minimal training/re-training
- Ease in deployment and enhancement of functionality

The main aim of the proposed Web-based architectural model is to provide the service orientation for different power system applications like Load flow analysis, Contingency analysis and Economic load dispatch. The power system applications have been developed as a different web services and all are encapsulated into one frame. The components in a frame are loosely coupled each other, so legacy components can be integrated with new power system applications in future.

The features of proposed architectural models are detailed as follows:

- In RMI mechanism, the client can communicate with server only if the stub is present and the availability of stub should be taken care by the developer. But in the case of web service, automatically it take care the availability of stub
Java RMI use optimized connection-oriented communications protocols that are either language specific, or have detailed rules defining how data-structure and interfaces should be realized. In contrast, Web services are based on the ubiquitous technologies that have grown up to support WWW-services (human-via-browser-to-application).

- There is no concept of an object reference; instead a service is defined by an end-point that supports various operations.
- Web services provide interoperability between various software applications running on disparate platforms.
- Web services use open standards and protocols. Protocols and data formats are text-based where possible, making it easy for developers to comprehend.
- By utilizing HTTP, web services can work through many common firewall security measures without requiring changes to the firewall filtering rules. Other forms of RPC may more often be blocked.
- Web services allow software and services from different companies and locations to be combined easily to provide an integrated service.
- Web services allow the re-use of services and components within an infrastructure.
- Web services are loosely coupled thereby facilitating a distributed approach to application integration.

The proposed models use the built-in security mechanism and hence the distributed on-line power system analysis through an applet definitely secures the safety of the server as well as the power system data transfer.

3. ALGORITHM FOR IMPLEMENTATION OF ON-LINE LOAD FLOW ANALYSIS

Both power system client and the server are considered as remote objects. The server object uses a single thread of control to distribute the load flow solutions simultaneously to the power system clients registered with it. The proposed model is dynamic which allows a new power system client to register with the load flow server object at run-time and get serviced. The servers and the clients have to store them, the necessary object codes required for calculations. Stubs for both client and server must be kept at a common location. Subsequently, the following steps are to be carried out:

- Start the load flow server
- Start the power system client by loading the server’s stub from the common location
- Client registers with the server by invoking the appropriate method for the remote object
- Server uses the client’s reference to receive the power system data from the associated client database
- Load flow server computes the load flow result and sends the information to the respective client
- Client obtains the result from the server through stub and provides a view of the result through an applet
- For every specific period of time, the server automatically receives power system data from the client so that the secured operation of power systems can be maintained.

Any number of power system clients can be served without limit. When the server receives data from the power system client, it runs the required service...
automatically and the result is sent back to the respective power system client. Using this model, different power system clients can obtain the different services continuously at regular time intervals. Similarly the proposed algorithm can also be used to carry out the on-line contingency analysis and real-time economic load dispatch.

4. PERFORMANCE COMPARISON AND DISCUSSION

The above model has been implemented to carry out the on-line load flow analysis extensively for various Bus systems. The various Bus systems considered for investigation are 3, 5, 6, 9 and IEEE 30 bus power system. The sample result obtained for IEEE 30 bus system is presented in Fig. 2.

The core power system operations are being carried out in distributed environment. The distributed application has been constructed using different distributed technologies.

All the services are encapsulated in a container. The major factor that influences the performance of the proposed model is the Round Trip Time (RTT) that includes the convergence time. The round trip time measures the time needed from the point when the client sends the request and when the clients receives the solution.

The round trip time is measured for all the power system clients that invoked the load flow method simultaneously without delay. The performance analysis of the proposed grid service model has been carried out with respect to load flow monitoring and the variations of round trip time with respect to the number of clients is shown in Table 1 and Fig. 3.

<table>
<thead>
<tr>
<th>No. of Clients</th>
<th>3bus</th>
<th>5bus</th>
<th>6bus</th>
<th>9bus</th>
<th>30bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.20</td>
<td>15.0</td>
<td>16.2</td>
<td>18.1</td>
<td>20.2</td>
</tr>
<tr>
<td>2</td>
<td>20.00</td>
<td>28.0</td>
<td>28.2</td>
<td>28.8</td>
<td>31.0</td>
</tr>
<tr>
<td>3</td>
<td>35.64</td>
<td>39.2</td>
<td>41.2</td>
<td>54.3</td>
<td>57.1</td>
</tr>
<tr>
<td>4</td>
<td>48.90</td>
<td>55.4</td>
<td>56.3</td>
<td>58.8</td>
<td>62.0</td>
</tr>
<tr>
<td>5</td>
<td>65.10</td>
<td>65.2</td>
<td>70.8</td>
<td>71.1</td>
<td>73.1</td>
</tr>
<tr>
<td>6</td>
<td>85.00</td>
<td>94.0</td>
<td>98.3</td>
<td>100.1</td>
<td>101.3</td>
</tr>
</tbody>
</table>

Fig. 2. Load flow solution for IEEE 30 bus system-power system client’s view
Fig. 3. RTT Vs number of power system clients

The graph is plotted between the round trip time and the number of clients registered with the server at a specific interval of time. From the graph it is found that the time taken to invoke the load flow method and to return the result increases as number of clients increases. Similarly the performance analysis of the proposed model can also be carried out for contingency analysis and economic load dispatch.

To measure the performance of different models, different distributed technologies have been used for implementation and prepared a simple test client. The test has been carried out in the following different cases:

Test 1: Server and Client on same machine (Local)
Test 2: Server and Client on Different machines (Remote Invocation)
Test 3: Server and Client on Different machines (Remote through Proxy Server Invocation)
Test 4: Different Web services invocation performance both server and client on different machines through Firewalls (Remote through Proxy Server)

Java socket is an endpoint for communication between two processes i.e., server process and client process running in the same network. RMI provides sophisticated distributed and platform-independent environment to solve the power system problems. The location transparency is the key frame of CORBA/RMI-IIOP. Location transparency of the proposed model is the ability to access and invoke operations on the CORBA server object without needing to know where the power system object resides. The Web service provides platform independence, language independence and location independence (Aydogmus and Aydogmus, 2009).

Two identically configured computers have been used, one acting as client and the other server, connected in 100Mbps switched network. Both systems are running Microsoft Windows XP Operating Systems. Both systems have the same settings containing Pentium 4 processor with 3 GHz speed, 1GB RAM, Java 2 Platform Standard Edition version 1.4, Java Web Services Developer Pack version 1.5, Tomcat 4.1 Server and Apache Axis.

The performance analysis was carried where all the power system services and the clients are running in the same machine. RTT has been measured. The graph is plotted between the round trip time and the different power systems, as shown in Fig. 4.

The developed power system service and the power system client are running in different machines. RTT is measured for different cases and the graph is plotted and shown in Fig. 5.

The server and the power system client are running in different machines, where the remote machine is configured with firewalls. RTT is measured for different cases and the graph is plotted and shown in Fig. 6.

The performance analysis was carried using the Web service, where the server and the clients are running in the same machine. RTT has been measured and the graph is plotted between the round trip time and the different power system, as shown in Fig. 7.
Fig. 4. Performance analysis for test bench: Client and services in same machine.

![Graph showing performance analysis for test bench 1 with different power systems and RTT (ms) for various bus and line configurations.]

Legend: RMI, CORBA, RMI-HOP, SOCKET, WEB SERVICE, XML-RPC.

Fig. 5. Performance analysis for test bench 2: Client and services in different machine.

![Graph showing performance analysis for test bench 2 with different power systems and RTT (ms) for various bus and line configurations.]

Legend: RMI, CORBA, RMI-HOP, SOCKET, WEB SERVICE, XML-RPC.

Fig. 6. Performance analysis for test bench 3: Remote.

![Graph showing performance analysis for test bench 3 with different power systems and RTT (ms) for various bus and line configurations.]

Legend: RMI, Web service, XML-RPC.
Similarly, the Web service model has been developed to carry out the on-line power system analysis and the performance analysis was carried out and RTT has been measured. It is found that the time taken to invoke the service and to run the results increase as number of clients increases. Since both SOAP and WSDL are XML-based, XML messages have to be passed on both the sides. The client side proxies have to be generated on the client side before any communication can take place. XML parsing at runtime requires additional processing time which may result in longer response time of the server in case of a Web service server. The overhead of the Web service stems mainly from the usage of XML producing human readable text and is employed when interoperability with other Web services and applications is essential.

From the result obtained, it is observed that the RTT for Web based model is comparatively high as compared to approaches such as RMI and CORBA. But, the overhead in RTT is within the permissible limit and does not affect the system performance. The proposed Web enabled model provides a cross-platform, cross-language data model that facilitates developing heterogeneous distributed applications. XML-RPC is found a useful way to tie together the systems written in different languages on different operating systems and enabling them to co-operate. The real advantage is that the structure of XML-RPC is flexible and suitable for different power system applications.

5. CONCLUSION

This study presents a web based generalized model for power system analysis. Using the proposed model, load flow analysis is carried out for different bus systems. The proposed Web-based model provides the service orientation for various power system applications like load flow analysis, contingency analysis and economic load dispatch. The proposed generalized model is found to be suitable not only for power system applications, but also for private, public industries, institutions and e-governance applications.
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