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Abstract: Field-oriented control was combined to robust sliding mode for motor speed control. A smooth continuous function was added in order to overcome chattering caused by Sliding Mode Controller (SMC). Simulation results showed that improvement made by our approach compared to classical PID control.
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INTRODUCTION

Induction motors were widely used in industry due to their relatively low cost and high reliability. To get high performances of these motors, several control approaches had been developed [1, 2, 3, 4, 5] and they can be divided in two classes: Field Oriented Control (FOC) and Direct Torque Control (DTC). The principle of DTC for induction motor drives consist of controlling simultaneously stator flux and electromagnetic torque of the machine [7, 8]. The DTC produces fast response and robust control AC adjustable speed drives [9]. As for with FOC technique, the rotor speed was asymptotically decoupled from rotor flux like DC motor and the speed depends linearly of torque current [10, 19]. However, the performance will be degraded face to motor parameter variations or unknown external disturbances [11]. To offer control robustness with minimum complexity many strategies have been proposed in literature. See for example, the adaptive control in [9, 12], fuzzy control in [1, 2, 4], robust control in [13] and sliding mode control (SMC) in [14, 15, 16]. Recently, intelligent control had been proposed and widely applied to many control application. See for example the neural control for AC motors [17]. A combination of fuzzy control and SMC, called Fuzzy Sliding mode Control, had been proposed to overcome some problems see for example [1, 2, 18]. Even so, obtaining good performances by the classical FOC of induction motors was not evident due to difficulties encountered in the determination of motor parameters and the construction of the observers. In order to overcome these difficulties, the Sliding Mode Control (SMC) was adopted [23, 14, 20, 16], because it has many good features, such as robustness to parameter variations or load disturbances, fast dynamic response, and simplicity of design and implementation.

During sliding mode functioning, the system was forced to slide along or near the vicinity of the switching surface [21]. The system becomes then robust and insensitive to the interaction, disturbance and variation of parameters. Moreover, the SMC mode does not require an accurate model of the motor; this might necessitate only information on parameters value. Yet, the insensitivity of the controlled system against uncertainties was guaranteed during the steady operation [12]. So, the system robustness cannot be maintained in the whole control process. To solve this problem, a preparation of the induction machine to the field–oriented control was suggested. The Proposed method includes two phases. The first one concerns the flux establishment in size and in direction, while the second was used to maintain the flux already settled by regulating the direct component of stator current. Since, the flux was constant inside the machine, a speed consign was applied. Then, speed control ensured by the sliding mode.

Moreover, it was well known that sliding mode techniques generate undesirable chattering. This problem can be remedied by replacing the switching function by a smooth continuous function [22, 27].

This paper proposes a new control FOC based algorithm using SMC for an induction motor drive.

In a second section, a description of the machine was given. The third section treats the preparation of the motor to the FOC. Sections four and five present the direct component regulation of stator current and the angular speed by means of sliding mode control. Finally, in section six the simulation results were presented and discussed.

MATERIALS AND METHODS

Description of the induction motor: Before the implementation of any control mode, it was necessary to define the function equations.
For this purpose, an induction motor model was established using a rotating field reference (d,q) (without saturation).

The equation system of the stator was 

\[
\begin{align*}
V_{s} &= R_{s}I_{s} + \frac{d}{dt}\psi_{s} - \alpha_{s}\psi_{q} \\
V_{q} &= R_{s}I_{q} + \frac{d}{dt}\psi_{q} + \alpha_{s}\psi_{s}.
\end{align*}
\]  

(1)

As for the stator, the equation system was:

\[
\begin{align*}
0 &= R_{s}I_{s} + \frac{d}{dt}(\psi_{s} - \alpha_{s}\psi_{q}) \\
0 &= R_{s}I_{q} + \frac{d}{dt}(\psi_{q} + \alpha_{s}\psi_{s}).
\end{align*}
\]  

(2)

Where \(V_{sd}\) and \(V_{sq}\) were the stator voltage components, \(I_{sd}\) and \(I_{sq}\) were the stator current components, \(\psi_{qs}\) and \(\psi_{ds}\) were the stator flux components, \(\psi_{qr}\) and \(\psi_{dr}\) were the rotor flux components. \(R_{s}\) and \(R_{r}\) were respectively the stator and rotor resistances.

Finally the mechanical equation was given by:

\[
\tau - J\omega = T_{e}
\]  

(3)

where \(J\) represent the moment of inertia.

Hence, the electromagnetic torque equation can be written in terms of \(\psi_{s}\) and \(\psi_{q}\) as:

\[
T_{e} = \frac{L_{r}}{L_{s} + L_{r}}(\psi_{s}I_{q} - \psi_{q}I_{s})
\]  

(4)

where \(\omega_{s} = \omega_{r} - \omega_{q}\).

The stator and rotor flux linkages expressions were:

\[
\begin{align*}
\psi_{s} &= L_{s}I_{sd} + L_{sr}I_{dr} \\
\psi_{q} &= L_{s}I_{sq} + L_{sr}I_{d} \\
\psi_{r} &= L_{r}I_{qr} + L_{rr}I_{dr} \\
\psi_{q} &= L_{r}I_{qr} + L_{rr}I_{d}
\end{align*}
\]  

(5)

Where \(L_{s}\) and \(L_{r}\) were stator and rotor cyclic inductances, \(L_{m}\) was the mutual inductance.

The rotor currents were given by:

\[
\begin{align*}
I_{d} &= \frac{1}{L_{r}}\psi_{s} - \alpha_{r}I_{o} \\
I_{q} &= \frac{1}{L_{r}}\psi_{q} - \alpha_{r}I_{o}
\end{align*}
\]  

(6)

Where \(\alpha_{r} = \frac{L_{r}}{L_{r}}\).

While writing Eqs (6) in (2) and assuming \(\tau = L_{r}/R_{r}\), the rotor flux equations were expressed as:

\[
\begin{align*}
\psi_{o} &= -\frac{1}{\tau_{r}}\psi_{o} + \omega_{r}\psi_{r} + \frac{L_{r}}{\tau_{r}}I_{o} \\
\psi_{r} &= -\omega_{r}\psi_{o} - \frac{1}{\tau_{r}}\psi_{r} + \frac{L_{r}}{\tau_{r}}I_{r}
\end{align*}
\]  

(7)

Using Eqs (8) and Eqs (5), the stator flux was given by:

\[
\begin{align*}
\psi_{s} &= (L_{s} - aL_{m})I_{sd} + a\psi_{dr} \\
\psi_{q} &= (L_{s} - aL_{m})I_{sq} + a\psi_{ds}
\end{align*}
\]  

(8)

Since it was fully described by the equation system (10), the motor was ready to be controlled using FOC method. Nevertheless, it can be seen that equation system 10 describes the motor by complicate and non linear model. So, it was necessary to adopt the decoupling relationship means of a proper selection of state coordinates, under the simplifying hypothesis that the rotor flux was kept constant. 

Preparation of motor to the Field Oriented Control:

Since, the decoupling condition of the feedback linearization method always holds, the parameters of the induction motor must be precisely known and accurate information on the rotor flux was required. Meantime, the dynamic behavior of the induction motor under the field-oriented or feedback linearization control techniques was quite similar to that of a separately excited DC motor, and the control effort was
simplified. However, the performance will be degraded due to the motor parameter variations or unknown external disturbances.

To prepare the machine to the field-oriented control, two conditions should be satisfied.

- The module of the vector of flux must be constant and equal to the nominal value.
- The direction must be confused with the direct axis 'd'.

What was to say that the rotor flux quadrature component was equal to zero.

\[ \psi_q = 0 \] or \[ \psi_q = 0 \] with \[ \psi_q(0) = 0 \]

This allows eliminating the terms \[ \psi_q \] in the state Eqs. (10), which reduces the model order to four. Indeed, the second state equation of the system (10) becomes equal to:

\[ \omega = \alpha \frac{L_m I_s}{\tau_{\psi}} \] \hspace{1cm} (11)

Which give the expression of the stator pulsation according to the variables of state gives. Then the equations of state become:

\[
\begin{align*}
\dot{\psi}_d &= \frac{1}{\tau_r} \psi_d + \frac{L_m}{\tau_r} I_{db} \\
I_{db} &= \frac{\alpha}{\tau_1} \psi_d - \frac{1}{\tau_1} I_{db} + \alpha I_{dB} + \frac{1}{\tau_4} V_d \\
I_{QB} &= \frac{\alpha}{\tau_1} \psi_d - \frac{1}{\tau_1} I_{QB} + \frac{1}{\tau_4} V_q \\
\dot{\omega}_a &= \frac{1}{J} (V_r - T_e) \\
T_e &= (\psi_d I_{QB} - \psi_q I_{db})
\end{align*}
\]

Fig.1: Bloc diagram of the field oriented control and the preparation phases

Flux establishment: In the equation system (12) it was easy to notice that the only control which acts on \( \psi_d \), while \( \omega = 0 \), was \( V_d \) through the stator current \( I_{db} \). In order to put flux to its nominal value in a minimum time (\( \psi_d = \psi_{d\text{nom}} \)) it was necessary [26]:

- To apply the maximum value of the control \( V_{d\text{max}} \).
- To maintain \( \omega = 0 \) to eliminate the interaction between the currents \( I_{db} \) and \( I_{QB} \).

That was done by annulling of the effect of the terms \( \omega_1 I_{db} \) and \( \omega_1 I_{QB} \) which appear in the second and the third equation of system (12). So we obtain two completely decoupled systems. The system of equations (12) will be reduced to its the first two equations was:

\[
\begin{align*}
\dot{\psi}_d &= -\frac{1}{\tau_r} \psi_d + \frac{L_m}{\tau_r} I_{db} \\
\dot{I}_{db} &= \frac{\alpha}{\tau_1} \psi_d - \frac{1}{\tau_1} I_{db} + \frac{1}{\tau_4} V_d
\end{align*}
\]

Since \( \tau_r \ll \tau_1 \) (section 2), the application of the control \( V_{d\text{max}} \) generates a fast variation of \( I_{db} \). This later reaches its nominal value long before \( \psi_d \). Thus, the application of such command must be organized as follows:

a) As the machine coil accepts a current up to 1.2 of the nominal value \( I_{db\text{nom}} \), it becomes possible to apply the control \( V_{d\text{max}} \) until \( I_{db} \) arrives to 1.2 \( I_{db\text{nom}} \) which permits to accelerate the phase of flux establishment.

b) To maintain \( I_{db} \) to 1.2* \( I_{db\text{nom}} \) which involves \( \dot{I}_{db} = 0 \) and so \( V_{db} \) expression becomes:

\[ V_{db} = -\frac{\alpha}{\tau_r} \psi_d + \frac{L_m}{\tau_1} I_{db}. \] \hspace{1cm} (14)

Consequently, the first Eq. of the system (13) will be reduced to a first order equation (15):

\[ \dot{\psi}_d = -\frac{1}{\tau_r} \psi_d + 1.2 \frac{L_m}{\tau_r} I_{db}. \] \hspace{1cm} (15)

Hence, the flux rises according to the time constant \( \tau_r \).

c) When the nominal value of \( \psi_d \) was reached, the following control \( V_{db} \) was applied:

\[ V_{db} = -\frac{\alpha}{\tau_1} \psi_{d\text{nom}} + R \psi_{d\text{nom}}. \] \hspace{1cm} (16)

That permits to maintain \( \psi_d \) at its nominal value. Thus \( \dot{\psi}_d = 0 \) and using eq. (13), \( \psi_{db\text{nom}} = L_m I_{db\text{nom}} \). Eq. (16) can be written:

\[ V_{db} = (R_1 - \alpha R) I_{db\text{nom}}. \] \hspace{1cm} (17)

This phase was stopped when \( I_{db} \) decreases to \( I_{db\text{ref}} \).
In order to regulate the flux $\psi_{ds}$ around its reference value (0.85 Wb), the $I_{ds}$ current was maintained to its reference value.

The machine state equations were given by:

$$\begin{cases}
    f_{qs} = -\frac{\alpha}{L_i} \psi_{qs} - \frac{1}{\tau_i} I_{qs} + \frac{1}{L_i} V_{qs} \\
    f_{ds} = \frac{\alpha}{\tau_i} \psi_{ds} - \frac{1}{\tau_i} I_{ds} + \frac{1}{\tau_i} V_{ds} \\
    \dot{\psi}_{qs} = \frac{1}{L_i} [\psi_{qs} - T_s] \\
    \dot{\psi}_{ds} = \frac{1}{\tau_i} \psi_{ds} + \frac{L_a}{\tau_i} I_{ds}
\end{cases} \quad (18)$$

**Regulation of $I_{ds}$ current:** Equation 18.b gives the expression of $\psi_{ds}$ as:

$$\psi_{ds} = \frac{\tau_i}{\alpha} \left( I_{ds} + \frac{1}{\tau_i} V_{ds} - V \right)$$

where $V = \omega I_{ds} + \frac{1}{\tau_i} V_{ds}$ was the control input function.

Equation (19) shows that $\psi_{ds}$ depends only on the $I_{ds}$ current.

The derivative of Eq. 18.b was:

$$\dot{I}_{ds} = -\frac{1}{\tau_i} \psi_{ds} - \frac{1}{\tau_i} I_{ds} + \dot{V}$$

(20)

By substituting Eq. 18.c and Eq.(19) in Eq. (20), we obtain

$$\dot{I}_{ds} = -\frac{1}{\tau_i} \psi_{ds} - \left( \frac{1}{\tau_i} + \frac{L_a}{\tau_i} \right) I_{ds} + U_f$$

(21)

Where $U_f = \frac{1}{\tau_i} V + \dot{V}$ was the new control function.

Let $e_s = I_{ds} - I_{ds, ref}$ the error on $I_{ds}$ current. We can write: $\dot{e}_s = \dot{I}_{ds}$.

**Application of the sliding mode:** The implementation of a variable structure regulator consists on the application of a control function (describe in the system (22)) for render the system insensitive against parameters variations [23, 20].

$$U_f = \begin{cases} U_{f+}(s, t) & \text{if } S_i > 0 \\
U_{f-}(s, t) & \text{if } S_i < 0
\end{cases} \quad (22)$$

Where $S_i$ was the $i$th component of a switching surface $S_i=0$.

This system with discontinuous control was called variable structure system, since the control structure switches alternatively according to the state of the system. The sliding mode occurs on a switching surface $S_i(x) = 0$, which forces the original system to behave as linear time invariant system, which can be considered to be stable.

In our study the surfaces were taken to be linear and written as:

$$S_i = c_i e_s + \dot{e}_s$$

(23)

$c_i$ = constant

The design of such a system involves [20,23]:

(i) The choice of the control function $U_f$ to guarantee the existence of a sliding mode.

(ii) The determination of the switching function $S_i$ such that the system has the desired response.

(iii) The elimination of chattering of the control signal.

**Control function**

$S_i$ was given by

$$\dot{S}_i = -(A_f - c_f) \dot{I}_{ds} + B_f \dot{I}_{ds} + U_f$$

(24)

Let

$$A_f = A_f + \Delta A_f$$

$$B_f = B_f + \Delta B_f$$

Here $A_f$ and $B_f$ were the nominal values, and $\Delta A_f$, and $\Delta B_f$ were the associated variations.

Let the control function $U_f$ be decomposed into

$$U_f = U_{f+} + \Delta U_f$$

(25)

Where $U_{f+}$, called the equivalent control, was defined as the solution of the problem $S' = 0$ under $A_f = A_f$, $B_f = B_f$. That was :

$$U_{f+} = (A_f - c_f) I_{ds} + B_f \dot{I}_{ds}$$

(26)

The function $\Delta U_f$ was the discontinuous term, employed to eliminate the influence due to $\Delta A_f$ and $\Delta B_f$, so as to guarantee the existence of sliding mode was constructed as :

$$\Delta U_f = \lambda_f \dot{I}_{ds} + \lambda_f I_{ds} + \lambda_f \dot{S}_i$$

(27)

It was known that the condition of the existence and reachability of a sliding motion was $[22, 27]$

$$S_i, \dot{S}_i < 0$$

(28)

Substitution of Eqs (25),(26) and (27) into Eqn (24) yields

$$\dot{S}_i = (\lambda_f - \Delta A_f) \dot{I}_{ds} + (\lambda_f - \Delta B_f) I_{ds} \dot{S}_i$$

(29)

Then

$$\dot{S}_i, S_i < 0$$

(30)
Then the condition for satisfying inequality \( \dot{S}, S < 0 \) were:
\[
\lambda_{i_1} = \begin{cases} \lambda_{i_1}^* < \min(A_{i_1}) & \text{if } S_i \dot{I}_a > 0 \\ \lambda_{i_1}^* > \max(A_{i_1}) & \text{if } S_i \dot{I}_a < 0 \end{cases}
\]
\[
\lambda_{i_2} = \begin{cases} \lambda_{i_2}^* < \min(B_{i_2}) & \text{if } S_i \dot{I}_a > 0 \\ \lambda_{i_2}^* > \max(B_{i_2}) & \text{if } S_i \dot{I}_a < 0 \end{cases}
\]
\[
\lambda_{i_3} = \begin{cases} \lambda_{i_3}^* & \text{if } S_i > 0 \\ \lambda_{i_3}^* & \text{if } S_i < 0 \end{cases}
\]

Then the quantities \( \lambda_{i_1}, \lambda_{i_2}, \lambda_{i_3} \) could be chosen as follows:
\[
\begin{align*}
\lambda_{i_1} & = \lambda_{i_1}^* = -\lambda_{i_1}^* \\
\lambda_{i_2} & = \lambda_{i_2}^* = -\lambda_{i_2}^* \\
\lambda_{i_3} & = \lambda_{i_3}^* = -\lambda_{i_3}^*
\end{align*}
\]

The control law \( \Delta U_i \) can be expressed as
\[
\Delta U_i = (\lambda_{i_1} I_a + \lambda_{i_2} I_a + \lambda_{i_3} I_a) \left\| S \right\| \text{sgn}(S_i) \tag{33}
\]

Regulation of angular speed: The equations used for regulating the angular speed were written in the following
\[
i = -\frac{\alpha}{L_i} \omega \psi_\alpha - \omega I_a + \frac{1}{I_i} I_a + \frac{1}{L_i} V_\psi \tag{34}
\]
\[
\dot{\omega}_a = \frac{I}{J_l} \left( \psi_\alpha I_a - T_a \right) \tag{35}
\]

From the Eqs (35) we write:
\[
\dot{\omega}_a = \frac{I}{J_l} \left( \psi_\alpha I_a - T_a \right) \tag{36}
\]

The elimination of the state variable \( I_a \) and the substitution of Eqs (35), (34) in Eqs (36) gives the following differential equation in \( \dot{\omega}_a \)
\[
\dot{\omega}_a = -\frac{1}{J_l} \dot{\omega}_a - \frac{L_e \omega \psi_\alpha}{J_l (L_e + L_i)} \dot{\omega}_a - \frac{1}{J_l} T_a \tag{37}
\]
Or
\[
\dot{\omega}_a = -A \dot{\omega}_a - B \omega - C T_a + U_i \tag{38}
\]
Where \( U_i = \frac{L_i \omega \psi_\alpha}{J_l (L_e + L_i)} \frac{V_\psi}{L_i} \text{ represent the control input.} \)

The error on the angular speed was written \( e_\omega = \omega_a - \omega_{ref} \) and \( \dot{e}_\omega = \dot{\omega}_a \)

Where \( \omega_{ref} \) was the desired angular speed.

In the same way, the switching surface was chosen:
\[
S_i = c_\epsilon \dot{\epsilon} + \dot{\epsilon} \tag{39}
\]

Let
\[
\dot{S}_i = c_\dot{\epsilon} \dot{\epsilon} + \dot{\epsilon} \tag{40}
\]

And we substitute \( \dot{\omega}_a \) by it expression, we obtain:
\[
\dot{S}_i = -(A - c_\dot{\epsilon} \dot{\epsilon} + \dot{\epsilon} \omega_a - B \omega_a - C T_a + U_i \tag{41}
\]

Let us consider
\[
\begin{align*}
A_i &= A_{i_1} + \Delta A_i \\
B_i &= B_{i_2} + \Delta B_i \\
C_i &= C_{i_3} + \Delta C_i
\end{align*}
\]

Let the control function \( U_i \) was constructed as
\[
U_i = U_{i_{eq}} + \Delta U_i \tag{42}
\]

The equivalent control \( U_{i_{eq}} \) was build as follows
\[
U_{eq} = (A_i - c_\dot{\epsilon} \dot{\epsilon} + \dot{\epsilon} \omega_a - B_i \omega_a + C_i T_a \tag{43}
\]

And the discontinuous control was
\[
\Delta U_i = \lambda_{i_1} \omega_a + \lambda_{i_2} \omega_a + \lambda_{i_3} S_i \left\| S_i \right\| \text{sgn}(S_i) \tag{44}
\]

Substituting Eqn. (42), (43) and (44) in (41), we obtain
\[
\dot{S}_i = (\lambda_{i_1} - \lambda_{i} \Delta \lambda_i) \omega_a + (\lambda_{i_2} - \lambda_{i} \Delta B_i) \omega_a + \lambda_{i_3} S_i \left\| S_i \right\| \text{sgn}(S_i) \tag{45}
\]

To satisfy the sliding condition \( S_i S < 0 \) \cite{23}, it was sufficient to take:
\[
\lambda_{i} = \begin{cases} \lambda_{i_1}^* < \min(\Delta A_i) & \text{if } S_i \omega_a > 0 \\ \lambda_{i_1}^* > \max(\Delta A_i) & \text{if } S_i \omega_a < 0 \end{cases}
\]
\[
\lambda_{i_2} = \begin{cases} \lambda_{i_2}^* < \min(\Delta B_i) & \text{if } S_i \omega_a > 0 \\ \lambda_{i_2}^* > \max(\Delta B_i) & \text{if } S_i \omega_a < 0 \end{cases}
\]
\[
\lambda_{i_3} = \begin{cases} \lambda_{i_3}^* < \min(\Delta C_i T_a) & \text{if } S_i > 0 \\ \lambda_{i_3}^* > \max(\Delta C_i T_a) & \text{if } S_i < 0 \end{cases}
\]

Chattering

For the control law given by Eqs. (42), if \( \lambda_{i} \), \( k = 1, 2, 3 \) were chosen as:
\( \lambda_{i} = \lambda_{i}^* = -\lambda_{i}^* \) then the discontinuous control function \( U_i \) can be represented as
\[
\Delta U_i = (\lambda_{i_1} \dot{\omega}_a + \lambda_{i_2} \omega_a + \lambda_{i_3} S_i \left\| S_i \right\| \text{sgn}(S_i) \tag{47}
\]

Since the control \( U_i \) contains the sign function, direct application of such a control signal to the motor may give rise to chattering. To reduce the chattering, the sign function \( \text{sgn}(S_i) \) in the Eqn.(47) can be replaced by modified proper continuous function \cite{27} as:
\[
\frac{S_i}{\left\| S_i \right\| + \delta}, \text{ where } \delta \text{ was chosen as a function of } \left\| \omega_a - \omega_{ref} \right\| \text{ as } \delta = \epsilon_\omega + \epsilon_\dot{\omega}_a \left\| \omega_a - \omega_{ref} \right\| \text{ and the value of } \epsilon_\omega \text{ and } \epsilon_\dot{\omega}_a \text{ were positive constants.}
\]
RESULTS AND DISCUSSION

The Simulink/Matlab software package implementation was adopted because its inherent integration of vectorized system representations, time graphical portrayal of signals combined evolutions and the simple functionality realization of the controllers and power electronic excitations.

The motor parameters were given in Table 1 and they were identified in the last work [23].

Table 1: Induction motor parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&lt;sub&gt;r&lt;/sub&gt;</td>
<td>29Ω</td>
</tr>
<tr>
<td>R&lt;sub&gt;s&lt;/sub&gt;</td>
<td>10 Ω</td>
</tr>
<tr>
<td>L&lt;sub&gt;r&lt;/sub&gt;</td>
<td>680mH</td>
</tr>
<tr>
<td>L&lt;sub&gt;s&lt;/sub&gt;</td>
<td>690mH</td>
</tr>
<tr>
<td>L&lt;sub&gt;m&lt;/sub&gt;</td>
<td>660mH</td>
</tr>
<tr>
<td>J</td>
<td>0.00062 Kg.m²</td>
</tr>
<tr>
<td>Number of Poles P</td>
<td>1 Pair of poles</td>
</tr>
<tr>
<td>Power</td>
<td>370W</td>
</tr>
</tbody>
</table>

The simulation of the inputs to the machines involves the mathematical representation of programmed time sequence of events such as the sudden application or removal of mechanical loads, the ramping of the magnitude and frequency of the applied voltages, or even the changes in parameter values (for instance R<sub>r</sub> and R<sub>s</sub>).

Preparation phases: Fig. 3 and 4 show the evolution of flux and I<sub>ds</sub> current during the preparation of the motor to the field-oriented control. The analysis of these figures leads to the classification of the time space into three phases. It was to be noted that during these phases, ω<sub>1</sub> was maintained equal to zero.

1<sup>st</sup> phase: corresponds to the application of the control V<sub>α</sub> = V<sub>α</sub>max until I<sub>ds</sub> reaches 1.2 times its nominal value. In this case, the motor was described by Eqs. (13).

2<sup>nd</sup> phase: in this phase, the control law giving the expression of V<sub>α</sub> was described by Eqs (14), which corresponds to the maintaining of I<sub>ds</sub> current equal to 1.2 times of its nominal value, until ψ<sub>α</sub> reaches its nominal value.

3<sup>rd</sup> phase: start at 0.12s. At this time we apply the control law leads to maintain the flux ψ<sub>α</sub> equal to its reference value. (Fig 2 to 5)

Start up: We note that we can apply the desired input speed after 0.2s (when the motor was ready).

One chose to apply the reference speed after 1s.

In order to test the robustness of the proposed method, we simulated the control strategy using PID and sliding mode. For both cases, we excited the simulator with the same input variables (consign angular speed and perturbation). Results were illustrated by Fig. 6.

It can be see that the sliding mode offers a robust control compared to PID control manly when applying a load torque to the system (from instant 2 and 4.5s)

To show the performance of the proposed structure at varying operation ranges, we introduce a random variation on the stator and rotor resistances (this internal disturbance was due to the internal temperature variation of the motor). Moreover we applies the torque load between t = 2s and 4.5s with 10% of incertitude Fig 7.

The influence of the load variation applied between t = 2s and 4.5s was illustrated on Fig. 8 and 9.

It was clear that the chattering on the control signal was decreased when we replaced the sign function by a continuous function Fig. 10 and 11.

![Fig. 2: Zoom of the rotor flux (the preparation phases)](image)

![Fig. 3: Zoom of the I<sub>ds</sub> current (the preparation phases)](image)
CONCLUSION

The field-oriented control using a sliding mode speed was employed to obtain the better performance from the induction motor in a speed control. Also, compared to the classical PID control, a sliding mode approach gives a rather accurate response in face of large plant parameter variations and external disturbances.

In our future study, we will interest to test our algorithm on an experimental plant composed of a 0.37kW induction motor. The command was designed with a digital signal processor TMS320F240 board.
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